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Abstract. Usually,  traditional  multi-agent  systems  (MAS)  run  on  powerful 
nodes such as desktops and the like. Over the past few years, agent concepts 
and technologies have been introduced as an option to increase the network 
lifetime and to provide application reprogramming functionalities in wireless 
sensor networks (WSN). One important problem is however how agents impact 
those computing systems, which are typically highly resource-constrained. In 
this paper we propose a tiny multi-agent model for WSN using target tracking 
as the motivational application. The goal is to use this model and application to 
assess potential benefits of using agent concepts in wireless sensor networks. 
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1   Introduction

Wireless sensor networks are also expected to be both autonomous and long-lived, 
surviving environmental conditions, while being as much as possible energy-efficient. 
All of those requirements need for expertise approaches, to be meeting. Much of these 
are already possible to find in different  MAC and network layer  protocols, which 
perform smart  behaviour  such  as,  putting  the  nodes  to  sleep  during  idle  periods, 
setting  short  duty-cycle  and  performing  in-network  processing  to  avoid  data 
redundancy transmission. Nevertheless, the application layer usually act as a simple 
data  producer,  only  storing  and  forwarding  its  environment  readings,  without 
performs any specialized decision about what it is observing, before transmit it. 

Since a WSN is a large-scale distributed system with limited resources, and in 
some applications – such as target tracking – the overall task of monitoring different 
targets cannot be sensed from one single position, the nodes should coordinate their 
activities  among  themselves,  acting  as  proactive  as  possible  to  achieve  their  own 
interests and satisfy the global application goals. In this paper we adopt agent-like 
concepts in a coordination target tracking protocol that attempt analyses its observing 
phenomena before decide send or not a sink notification. The main hypothesis is that, 
using this coordination approach, resource requirements are reduced, while network 
lifetime is extended.



The rest of the paper is organized as follows. In Section 2 we introduce our system 
model  using  a  target  tracking  application  over  wireless  sensor  networks  as  a 
motivational application. Section 3 we introduce some analyses discussion made over 
an experimental  test  bed environment.  Related Works are  presented  in  Section 4. 
Finally, in Section 5 some conclusions are drawn and ongoing works described.

2   System Model

We assume a scenario with one static sink node, and a large number of sensor nodes 
randomly disposed in a grid region |R|. Each sensor node has an omnidirectional radio 
and acoustic sensing capacity performed also by an omnidirectional microphone. The 
nodes have knowledge about its geographic coordinate reference position, and each 
one will host an reactive agent, which should help them to make decisions about what 
to do with the observed phenomena. 

2.1   Agent Model

In  this  system,  agents  are  independent  reactive  software  entities  which  are 
permanently  perceiving,  deliberating  and  executing  (Figure  1).  They  have 
incompatible goals, insufficient skills and local resources,  to deal alone with all of 
sensing task that they need perform [1].  Thus, we suppose,  the agents  over WSN 
nodes,  forming  a  multi-agent  system  which  perform  a  collective  conflict  over  
resource interaction, to prevent three main situation: (1) transmission conflict over the 
shared wireless channel. The agents are hosted over nodes that share a correlated time 
and space. (2) to increase the neighborhood confidence level. Since radio anomalies 
and sensor readings errors make the activity detection a difficult task, a single node 
sampling reading is not enough to represent, to the sink, the right network situation. 
However,  not  all  readings  coming from sensor  nodes,  needs  to  be routed to  sink 
direction. Thus, the third agent interaction is justified (3) to avoid spent energy with 
transmission/retransmission of low confidence sensor readings. 

To  find  those  referred  objective,  we  shall  assume  that  the  agents  goal  are 
incompatible and that the agents are benevolent and they try to help each other, or to 
reach a compromise, if interests relating to consistent network sink view are invoked 
(see  Fig.  2).  For  this  research  work,  incompatible  goals  means  that  agent  A,  is 
incompatible with agent B, if agent A and B have, as their respective goals to be 
achieved, the states describe by p and q respectively, and if p <=> ~q, that is: satisfies 
(goal(A, p)) <=> ~satisfies(goal(B,q)). 

Usually,  target  tracking  implies  the  existence  of  three  phases:  Detection; 
Decision;  and  Tracking  process.  In  this  research,  we  have  introduced  a  target 
tracking  application  based  on  target's  sound  pressure  level.  We  introduce  in  our 
agents an ODT-Model – Observation, Decision and Tracking Model – which should 
represent the agent's actions as a computing processes. For detect target presence, an 
acoustic  sensor is  periodic  started;  The  Decision  is  performed  after  a  certain 
Observation time window; at this point an agent will read the sensor readings buffer, 
classifies the target and decides whether it will notify other agents placed on different 



node  in  its  same  region  (usually  one-hop  node); and  Tracking  process where 
messages are  effectiveness forwarded/reported to sink direction.

Figure  1 shows the  proposed  agent  action  model  as  a  state  machine  diagram: 
E={O, D, LN, T, SN} are the state set. The initial state O (Observation) represents the 
nodes starting periodic its acoustic sensors to scanning the physical environment with 
the goal of detecting a target presence. The alphabet A={a, b, c, d, e, f, g, h, i} is 
composed  by the  set  of  transition events  that  may occur  in  the  system.  After  an 
observation  time  window,  the  agents  will  take  from  local  buffer,  those  referred 
readings and compute its belief level  about the environment sample (a). Each agent 
will  change from  O (observation)  state  to  D (decision) state,  whenever  they have 
reading from its sensors any relevant target presence information (b).

In the D (decision) state, once an agent believes that it has detected a target, it 
should changes to LN (LocalNotification) state and broadcast a local notification (e) 
message, since the wireless channel is free to be used, and go back to O (observation)  
state (f). Otherwise, it just should back to O state and wait for a neighbor notification 
(c). Whenever the agents receive a local notification they should re-compute its belief 
to take a decision about starting a tracking process (d). On T (tracking) state, an agent 
can decide to go to SN (SinkNotification) state and diffuse a sink notification (g), and 
back to O state (h), or send nothing and just go back to observing the local buffer with 
physical measurements (i) or neighbor sink notification.

Fig.  1 – State diagram of agents  performing a target  tracking task.  Circle denotes each 
possible agent action state while the arcs represent state action transitions. 

Note that  we have introduced two kinds of  notification message,  termed  local  
notification and sink notification to be used on different stages. The first message is to 
the nodes over same region coordinate itself increasing its own confidence about the 
target and the probability of sent a sink notification. The second one is to notify the 
sink about the network condition (target presence, in this case). 

The main difference between them is that the former is less energy consuming for 
the network because its message notification is propagated only on the neighborhood. 
The agents will be able to forward a local notification only when they are in decision 
state and they have computed a high belief level (see Table 1 on subsection 2.1.1) 
about an observed phenomenon. When one agent broadcast its local notification all of 
those neighbors must receive the sent message and suppress its sent local notification. 

2.1.1 Agent  Observation State. On this state, related to the Detection phase, each 
agent  should  be  able  to  autonomously  detect  the  target  presence  by  reading  the 



acoustic  sensor  buffer  readings  and  computing  the  incoming  environment  sound 
pressure level.  Sound pressure normally is  represented on a logarithmic amplitude 
scale, which reflects a closer relationship to the human perception of hearing.  Since 
we are  concerned  about  sound source  objects  that  can  be  sensed  by  humans,  we 
introduce in our agents a simple Sound Pressure Level (SPL) model based on human 
perception hearing that is computed as follows: 

Lp = 20 log10(P/Pref) (2.1)

where  P is  the  actual  sound  pressure  and  Pref is  the  power  reference  given  by 
20μPascal, which roughly corresponds to the lower threshold of human hearing (0 
dB)[2].

2.1.2 Agent Decision Process. In this stage, it is assumed that after computing its 
sensed pressure level (Lp) the agent should determine if what it has observed is or not 
relevant  to forward a local  or sink notification. For this first  experiment  we have 
introduced a decision model based on intensity sound measure and on the residual 
energy level of each node. 

Table 1 – Sensing reading states and agent actions
Belief Condition Action

0 Illegible Go back and listen the environment
1 Legible Start a decision process 

The range  over  which  a  signal  can  be  detected  (active  space)  is  not  solely a 
function of its source level, but also the signal attenuation (due to distance) and the 
level of background noise. Following those environment conditions the input signal 
for a sensor node at position p, observing a sound event source at position q has an 
intensity measured as follows: 

I = Pmed / 4πr2   (2.2)

where  r  is the distance from source and  Pmed is the source power output, which is 
propagated overall a spherical surface area 4πr2 [2]. 

In our model it is supposed that all sensors (of the same modality) have a common 
sensing range  r, and the events entering in this sensing range are detected with two 
levels (legible or illegible) of confidence, while the events outside this range are not 
detected  at  all.   Since  the  spherical  wave  intensity  will  vary  with  1/r2,  we  are 
supposing the nodes placed far from source path will compute a sound pressure level 
shorter than those nearest from source target. 

The  source  sound intensity,  Is,  measured  for  agents  will  be  compared  with  a 
minimum threshold  (fixed  in  advance).  For  instance,  assume  that Id  is  the  sound 
pressure level detected for a sensor node at a distance d, Ip is the intensity propagated 
from the sound source , and  β is the agent belief that is associated with  Id and the 
belief can be either in legible or  illegible  state (Table 1). Thus the agent belief is 
computed as follows: 

    
               β=

0: If  Id < Ip 
1: otherwise

(2.3)



In  accordance  with  its  computed  belief,  the  agent  will  take  a  decision  about 
starting a local notification (to perform a collaborative decision approach) or a sink 
notification. It will depend of the next tracking stage. 

2.1.3 Agent in Tracking Target State. The Tracking state is related with the packet 
forward  mechanism  from  sensor  nodes  to  sink  node.  Differently  from  other 
approaches  [2,3],  we  assume  a  local  tracking  process  without  a  static  node 
coordinator. Thus, instead of each agent forwarding its own sensed data, to increase a 
static coordinator confidence we use the inherent spatial node correlation. The main 
idea is to assume that the node which computes a high belief should encourage its 
neighbors to broadcast a local notification informing its time and sensed SPL. 

Fig. 2 – Agents basic conventions rules.

Note that there are two important characteristics associated to our agent behavior: 
(i)  Selfish Decision (Rule 2) and (ii) Social Dependence (Rule 1) (Fig.1) [1]. Selfish 
decision results from the fact that sensor readings with low energy and belief level are 
not transmitted,  and the agent  should suppress the sending of its  localNotification 
where it has received a  localNotification with same period from its local reporting. 
Social Dependence exists since nodes, more confident about the target observation, 
will notify its neighbors encouraging them to forward a sink notification. This social 
dependence is based on the spatial correlation between one node and its one single-
hop neighbors. Since one node has detected any target in some position, at certain 
time, there is  a probability  Pd that  the neighbors  on the same coverage range  (on 

Invoke when
    The sensor reading is legible; 
    or
    The node receives a local notification;
Action
  const EnergyThreshold = 50%;
RULE 1:
  // If belief == 1 and energy level is not   
  // enough but nobody has transmitted    
  // a localNotification then 
  // sendLocalNotification (Social behavior)
  if ( stateBelief == 1 and
      energy < EnergyThreshold and
      listenNotification() == false)
  then sendLocalNotification();
RULE 2:
  // If belief == 1 and energy level is enough  
  // but someone alredy has transmitted a 
  // localNotification then Don't  
  //sendLocalNotification(Selfish behavior)
  if ( stateBelief == 1 and
      energy >= EnergyThreshold and
      listenNotification() == true)

     then suppressLocalNotification();
       Go to Rule 3

  else Go to Rule 1 
                         
RULE 3:
  // If received a localNotification and
  // the number of localNotification is α
  // then send sinkNotification 
  if (listenNotification() == true and
      receivedLocalNotification == α) 
  then sendSinkNotification();



active status) will detect the object moving from position pi to position pi+1.  

Although the goal of the application is to notify the sink node about the sensed 
targets, the agent aims to maximize its node resources or network utilization (taking 
selfish decisions)  to  avoid  network  congestion,  collision,  and  data  retransmission. 
Thus,  in a coverage  area,  only the node with the high belief  in  its  detection will 
transmit  its local  readings,  and the node which listens  n local  notifications should 
create and forward a sink notification. Decreasing the amount of data transmission 
could  not  be  a  good  solution  because  it  also  decreases  the  sink  data  delivery 
reliability. Thus, to attempt finding some good trade-off between delivery reliability 
and network congestion we introduce a variable  n that will determine the frequency 
between  the  agent  taking a  selfish  or  a  social  decision  (see  Figure  2).  All  nodes 
detecting  a  legible  reading  should  not  forward  a  sink  notification  while  its  local 
notification  is  not  equal  to  value  n.  The  optimal  trade-off  between  sink  delivery 
reliability  and  network  congestion  is  now  being  object  of  ongoing  research 
considering specific WSN infrastructures. 

2   Experimental Environment 

3.1   Scenarios Definitions

Our approach was exercised on a topology of irregular communication (Figure 3 
b), where each node has the ability to receive and/or send notifications to/from any of 
its neighbours (one-hop distance). Always that a node is elected the leader of round1, 
it should send a notification to sink through multi-hops. The idea is that each new 
round, only one agent  wins the local  notification transmission turn (following the 
rules  set  out  in  subsection  2.1.3).  This  behaviour  will  conduct  to  dynamically 
selecting a round coordinator, to receive the local notifications, create and send a Sink 
notification. Our experiments was contrasted with a traditional communication star 
model (typically used in applications for tracking target that suggest local processing). 
Unlike  what  we  propose  in  our  model,  each  node  has  a  static  role  (producer  or 
coordinator),  defined  in  advance  and  running  throughout  the  life  of  the  network 
nodes.

The  producer  node  only  receives  and  forwards  information  to  its  static 
coordinator, while the coordinator receives and forwards the received notifications, 
toward the Sink (Figure 3 (a)). This idea of producer/coordinator is the same for both 
models (to send sink notification). The difference is the dynamic coordinator election, 
proposed in our model and how this election is made (Section 2.1). The proposed 
model (Figure 3 (b)), the goal of each producer node is, not forward, but suppress 
their local notification, giving the transmission preference for the node (one node) 
which in a specific round, had calculated greater confidence level about the physical 
environmental measurements. Since the nodes are spatially and temporally correlated. 
There  is  no need  to  all  of  them send  its  measurements  to  coordinator.  One local 
message should be enough to increase the confidence level from each other node on 
the region.

1 A round is defined as the period that a node starts each new reading of the environment held by the 
sensors and finishes with an agent decision about wait to send a notification to Sink Node.



Fig. 3.  Communication Models of static coordinator(a), and dynamic coordinator (b). In (a), 
each row represent a broadcast message send for each N node over a region. While in Figure 
(b) each n row spread from node 6 means only one broadcast message.  

The hypothesis is that by reducing the transmission of messages over a region, it is 
also possible decreased the energy consumption on it. Note that in Figure 3 (b), only 
the node 6 broadcast a notification on your local area. All other nodes will receive the 
sent message and suppress its local notification, satisfying the Rule 1 (the node to 
send a notification to local) and  Rule 2 (nodes that suppress its local notification) 
from  the set rules for each agent (Figure 2).

To evaluate the energy consumption of each model, we define two kinds of tasks, 
from the energy model presented in [4], involving the whole execution  process of the 
nodes. These tasks are:  (1) SLN (SendLocalNotification) for the task of sending a 
notification local (or Sink Notification) and (2) RLN (ReceiveLocalNotification) to 
receive  a  local  notification.  The  spent  energy  to  perform  each  of  these  tasks  is 
computed as follow

                                       TSLN = Ed + Elisten + Etx

 TRLN = Ed + Elisten + Erx
(3.1)

In traditional model (Figure 3(a)) at each round all producer node will send a local 
notification to its static coordinator, that should run k times the same RLN task spent 
a total energy giving for E = (( TRLN*κ)+(n*TSLN)), where κ is the number of producer 
neighbour from each static coordinator, and n is the number of packets retransmitted 
from each static coordinator. In our model, the coordinator spend no more than twice 
with the task of receiving a local notification and once with the task to send a sink 
notification. Thus, for this model the total coordinator energy consumption, in each 
round will be E = (TRLN * α) + TSLN, where an object is accurately detected by a 
sensor node on the region of the coordinator node elected. Note that the number of 
local reports, is determined by the value of α, defined on the agents Rule 3 (Figure 2). 
In  this model, we set α to get  a value equal to 2. This definition is given for the 
attempt in establishing a trade-off between reliability in the delivery of messages to 
the base station, and energy consumption in the region. As, the greater the need for 
reliability in the delivery of messages, the lower the value of α.

The experimental  scenario  was  composed  of  8  sensor  nodes MICAZ category 
Motes, arranged on a region |4x4|. Each node is limited to cover an area up to 4m, 
called here node coverage cell. The routing table of each node is composed of at least 



four  addresses  of  neighbors  reachable  with  a  single  hop,  and  the  nodes  are 
periodically synchronized by the receipt of a message sent by the sink node. 

The target tracking used in the experiments was a remote control car, emitting a 
sound pressure of 70 dB and moving at a speed of 0.5 m/s. 

3.2   Results Analyses
In this Section, we present some experiments results comparing the advantages  (from 
the energy point of view) to use an application layer implementing a software system 
that   runs   in   accordance   with   its   energy   node   resources.   Different   from   objects 
paradigm, agents, when autonomous, have their own rules to solve a problem, for the 
benefit of themselves or their society. 

Fig. 4. Energy consumption for each Coordinator of Different Models. 
Our hypothesis were that by introducing a small level of processing, and reduce 

the spread of messages on a region, it is also possible reduce the energy consumption 
of  each  nodes  in  this  region.  Figure  4  (a) shows  that  in  regions  with  up  to  2 
neighboring nodes (producer nodes), the energy consumption of the model with static 
coordinator is less than the model that implements the dynamic coordinator. This is 
because, when the static coordinator has only one neighbor, the number of messages 
received is less than the minimum number of messages received for a node that is 
elected coordinator dynamically(α = 2, as mentioned on above Section). In this case, 
we noticed that the energy consumption are equivalent in both models. What makes 
our model more advantageous is the uniform way to spend energy. While the model 
with  static  coordinator   (Figure  3  (a))   the  energy  consumption  of   the  coordinator, 
grows proportionally with the number of producers nodes . In our model the energy 
consumption will be the same for a region with 2 or N nodes.

In Figure 4 (b), we show the results referring to total energy consumption on each 
coordinator  doing  the  same  number  of  Sink  notifications.  Although  the  task  of 
sending a message, is energetically less costly than the task of receiving a message, 
again,  we see that the employment of a cooperation protocol is more economical, 
because  the  number  of  messages  propagated  on  the  model  that  implements  the 
cooperation  protocol,  is  considerably  smaller  than  the  number  of  messages 
disseminated  by  sensors  that  perform  only  the  production  and  propagation  of 
messages within their region.  In Figure 5, we show the results for the  total energy 
consumption on a region for the different models contrasted in this work. Note that 
when the network region is small, up to 4 nodes, the total energy consumption for the 
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task  of  send  a  Sink  notification  is  lower  for  the  model  that  implements  a  static 
coordinator.  This  is  because  receive  a  message  is  more expensive than sending a 
message over the wireless channel.

Fig 5. Total region energy consumption. 

Thus it is not quite true to say that to decrease the amount of transmitted messages 
also reduce the amount of energy consumed over a region. This assumption is directly 
related to the network density.  Then, what we can say is that our model shows to be 
more advantageous in terms of energy consumption for groups of nodes greater than 
5.

4   Related Works

In the WSN literature, agents have been introduced to perform activities related to 
both data and resources management. In many of those works [57] mobile agents are 
used   to   perform   some   kind   of   innetwork   processing,   such   as   data   gathering, 
aggregation or fusion. In some other works [810] agents are used to execute sensor 
node  reprogramming   for  update,   replacement  or   reconfiguring  code  in   the   sensor 
nodes.   There are also works with are directly concerned with target tracking [11, 12] 
and with some decision maker process  related with sensor readings.  Nevertheless, 
those research does not introduce a multiagent system in wireless sensor networks to 
cooperate  one  each  other,   aiming  to   solve  a  distributed  problem and  safe  energy 
resources.  Although could be considered a smart strategy each node performs tasks 
such as data fusion, data aggregation or any other data filter activity before they send 
their   environment data reading to sink, those behaviour still spent much of energy 
whether we consider the dynamic system aspects. 

In a multiagent system, the inputs can be processed aiming to provide answers 
that meet specific goals for overall system considering not only the inputs, but also 
the  conditions  of   the  system.  Thus,  different   from other  work,  our   research  aims 
introduce  the development  of a multiagent system on a  real  platform of wireless 
sensor networks, that is capable of coordinating the task of sending messages to sink 
direction by establishing a tradeoff between the consistent delivery of information 
without depreciate quickly the system energy resources.
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5   Conclusion and Future Works

We presented a model for coordination message protocol   among sensor nodes, 
employed by a model of reactive agents to verify the advantages (related to energy 
consumption)   to   deploy   an   application   layer   with   some   kind   of     autonomous 
behaviour about take decision of to send or not a local  and sink notification. The 
hypothesis was that by introducing a small level of processing, and reduce the spread 
of messages over a region, also the energy consumption will be reduced. The results 
of experiments  showed that   this hypothesis is  true for networks with more than 5 
sensor   nodes   per   cluster.   Therefore,   use   an   application   layer     implementing   a 
coordinator protocol is advantageous for large WSNs.

For future work, we are preparing a comparisons scenario between our proposed 
model and other model implementing some kind of data fusion tasks over the static 
coordinator.   Moreover,   focusing   our   efforts   to   measure   aspects   related   to   time 
constraints, we will introduce on each reactive agent, a task model of real time to 
evaluate     delays   (minimum and  maximum)   from end   to   end  communication   and 
delays  about   target  detection   that  are  acceptable   for   the  suggested   target   tracking 
application.
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