Fully automatic procedure for accurate spot addressing in microarray images
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Abstract. In this paper a novel procedure based on texture spatial characterization techniques is proposed aimed at automatically addressing spots in microarray images. The algorithm relies on the regular and pseudo-periodic patterns of spots (texture primitives). An automatic procedure is proposed to segment the autocorrelation functions of subgrid images and accurately determine the locations of the peaks. These candidate peaks (vectors) are next used to compute the displacement vectors that fully characterize the spatial arrangement of spots, describing the spot spacing and angle of rotation of the pattern. A refinement procedure is then applied to improve the accuracy of the norms and angles of the displacement vectors based on the frequency distribution of the regions of dominance of the candidate vectors. Experiments based on artificial and real images are encouraging and show improvements regarding robustness against image rotations, and accuracy, over results provided by state-of-the-art methods.

1 Introduction

Complementary DNA (cDNA) microarrays are a powerful high throughput technology developed in the last decade which allows researchers to analyze the behavior and interaction of thousands of genes simultaneously. Each spot in a microarray image represents the hybridization level of a single gene under study.

A fundamental step in microarray image analysis is the addressing (i.e., detection of the spatial location) of spots within image subgrids, in order to measure the hybridization levels. Even though spots are regularly located, this task is difficult due to the low quality of the images: non-uniform illumination, non-homogeneous background, missing and/or faulty spots, low contrast, presence of noise and artifacts, subgrids’ rotation and/or misalignment, among other common problems arising from a physical experiment. Current methods aimed at addressing spots include semiautomatic [1,2,3] and automatic [4,5,6] procedures. Automatic methods are desirable due to the large amount of information to be processed (thousands of spots per image, dozens or hundreds of images per experiment).
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In this paper, a novel algorithm is proposed to automatically locate the spots in microarray images. The approach relies on the pseudo-periodic patterns and regularity of spots. A new approach based on techniques from texture spatial characterization is proposed, where spots are considered as the texture primitives. An autocorrelation segmentation procedure is introduced in order to accurately estimate the two displacement vectors i.e., spanning vectors, which completely characterize the pseudo-regular pattern of primitives (row and column spot spacings and angle of rotation of the pattern). The norms and angles of the two spanning vectors are refined to improve accuracy based on the frequency distribution of the norms and angles of the regions of dominance corresponding to all the most prominent peaks extracted from the segmented autocorrelation function. These two spanning vectors define an ideal regular template which is finally slightly deformed in a local way to adjust it to the real image. The whole process is depicted in the block diagram in Fig. 1.

The rest of the paper is organized as follows. Section 2 presents the procedure carried out to segment the 2D autocorrelation function and detect the candidate peaks. The displacement vectors calculation is detailed in Section 3 whereas the spacings and angles refinement procedure is explained in Section 4. In Section 5 the template positioning steps are detailed. Experimental results on synthetic and real images are discussed in Section 6. Finally, some conclusions and future work are presented in Section 7.

2 Autocorrelation segmentation and peak detection

The original microarray images considered in this paper are color images. In order to develop further procedures they are first converted to grayscale images in a preprocessing step.

Autocorrelation was proposed for regular texture structure characterization, i.e., extraction of texture primitives and displacement vectors describing the spatial arrangement of the primitives, on general purpose images by Lin et al. [7] and then applied with slight variations by Liu et al. [8]. As it is well known, the autocorrelation function has the same periodicity as the image, showing equidistant peaks separated by the fundamental period. In addition, autocorrelation is more robust than Fourier transform in the presence of non-correlated noise,
since peaks are stronger in the autocorrelation function and therefore easier to detect [7].

In order to detect maximal points in the autocorrelation, Lin et al. [7] proposed to apply a smoothing filter to the autocorrelation surface in order to eliminate irregularities and easily detect the local maxima. Liu et al. [8] detect preliminary candidate peaks by means of non-maximal suppression. However, in both cases the positions of the peaks correspond to discrete coordinates, since the autocorrelation is a discrete 2D function. This procedure leads to discrete displacement vectors, propagating the errors to the estimated lattice.

In the present paper, a new approach is presented to extract the spanning vectors using subpixel precision. In order to do this, the centers of the segmented components are detected in the autocorrelation image through the following steps:

1. **Edge detection**: the edges in the 2D autocorrelation function are extracted by first applying a LoG (Laplacian of Gaussian) edge detector and then looking for the zero-crossings [9]. After this step, one of the two cases shown in Figures 2(b) and (e) may occur, i.e., either separated or non-separated components, for the autocorrelation functions depicted in Figures 2(a) and (d), respectively.

2. **Morphological reconstruction**: holes inside object boundaries are filled by means of morphological binary reconstruction.

   In the case of already separated components (Fig. 2(b)), skip step 3, otherwise:

3. **Morphological binary opening**: a morphological binary opening is developed trying circular structuring elements with incremental radius, until all the components are separated.

4. **Connected components labelling**.

5. **Boundary components deletion**: the components on the image border are incomplete, so their centroids are biased.

6. **Centroid calculation**: the centroid coordinates are regarded as the location of the candidate peaks of the autocorrelation function, as shown in Figures 2(c) and (f) for each one of the two possible cases.

At the end of this procedure, if the components are not appropriately separated yet, or too many components are erased due to the opening stage, the contrast of the microarray image is enhanced via an intensity logarithmic transformation, and the new autocorrelation function is segmented using the steps detailed above. The whole procedure is done fully automatically.

### 3 Displacement vectors calculation

In order to find the two vectors that generate the lattice, special care must be taken. The goal is to find the two shortest displacement vectors satisfying linear
independence which are able to generate the whole lattice. They are neither the shortest vectors (due to spurious peaks) nor the largest ones (due to scaled versions of the targets). The approach based on regions of dominance proposed in [8] is applied to the centroids computed in Section 2 in order to determine the most prominent candidate peaks (regarded as vectors) to be considered in the displacement vectors computation. Next, the procedure described in Lin et al. [7], which is based on the generalized Hough transform, is implemented in order to find the two vectors that generate the spot lattice.

4 Spot spacing and angle of rotation refinement

The norms of the two spanning vectors describe the spot row and column spacings. Their angle describe the deviation in each axis direction. In order to improve accuracy even more, a histogram with the sizes of the regions of dominance for all the candidate vectors is constructed, as well as a histogram of the corresponding angles. The norms and angles of the two displacement vectors computed at the end of Section 3 are used as entries to each one of these histograms, and the
weighted mean of the corresponding isolated region in each histogram is regarded as the corrected norm and angle for each spanning vector.

The procedure is illustrated in Fig. 3, where the sizes (angles) of the regions of dominance histogram is depicted. The corrected norm (angle) \( \Delta_c \) for each one of the two spanning vectors is computed as

\[
\Delta_c = \frac{1}{n} \sum_{i=1}^{n} f_i \Delta_i
\]

where \( f_i \) and \( \Delta_i, i = 1, \ldots, n \) stand for the frequencies, and sizes (angles) of the regions of dominance, respectively. In Fig. 3, \( \Delta' \) represents the norm (angle) computed in Section 3 for each one of the displacement vectors (\( n = 5 \) in the example).

5 Template positioning

A template grid can be constructed using the two previously estimated displacement vectors. The number of rows and columns are known \textit{a priori} from the microarrayer configuration. It is desirable that the top-leftmost spot in the template coincides with the top-leftmost spot of the real subgrid. With this purpose, the original image is temporarily corrected for rotation and background uniformity. The horizontal and vertical smoothed and detrended profiles are computed, and the most prominent peaks are detected. Figures 4(a) and (b) show typical profiles for a real microarray subgrid. The coordinates of the first peak are then back-rotated to the original position of the image, yielding the location from which the template can be spanned.
On the other hand, the centroids of all the connected components of the original microarray subgrid are computed. This procedure allows potential spot centers detection. However, many spurious centers arise due to the presence of artifacts and noise. Overlapped spots cause only one centroid to be detected. Moreover, the centers of missing spots or spots with low contrast cannot be detected at all. These potential spot centers are next used to adjust the position of each spot in the template using local search of observed spot centers in the neighborhood around the template centers.

Fig. 4. Smoothed and detrended intensity profiles and local maxima (red crosses). The first local maximum from each profile is surrounded in red. a. Horizontal profile. b. Vertical profile.

6 Experimental Results

In order to validate the proposed algorithm, experiments on synthetic and real microarray images were performed. Accuracy was assessed by means of the RMSE (Root-Mean-Square-Error) between the estimated row and column spot locations, \((x', y')\), and the real ones, \((x, y)\). The RMSE is computed as

\[
RMSE = \sqrt{ \frac{1}{G \times M \times N} \sum_{i=1}^{G} \sum_{j=1}^{M \times N} [(x_{i,j} - x'_{i,j})^2 + (y_{i,j} - y'_{i,j})^2] }
\]  

(2)

where \(M\) and \(N\) stand for the total number of spots in each row and column, respectively, for a single subgrid \(i\), and \(G\) is the total number of subgrids in the microarray image. Following this notation, the estimated coordinates \((x'_{i,j}, y'_{i,j})\) refer to the \(j\)-th spot (in lexicographic row-by-row arrangement) located at coordinates \((x, y)\) in the \(i\)-th subgrid.

6.1 Computer generated images

Two type of experiments were performed using synthetic images. In the first case, subgrids with spot row spacing different from column spacing, and random
spot sizes, were analyzed with the proposed method and UCSF-Spot automatic algorithm [6]. The results are shown in Figures 5(a) and (b), respectively. As can be observed from Fig. 5(b) the UCSF-Spot algorithm fails to address the spots, trying to unify the row and column spacings. On the other side, the proposed algorithm succeeds in locating the spots, as shown in Fig. 5(a), where the blue crosses indicate the estimated spot centers.

In the second set of experiments, subgrids were generated with equal row and column spacings, but the locations of the spots were randomly altered from the regular lattice following a Gaussian distribution with zero mean and variances 0, 1 and 4. Spot sizes were randomly set. The images were rotated with angles in the range $[-5, 5]$ degrees and then analyzed with the proposed method and the UCSF-Spot algorithm.

In Fig. 6 the RMSE for the proposed (solid line) and UCSF-Spot (dashed line) algorithms as a function of the image rotation angle is depicted for spot location variances equal to 0 (circles), 1 (stars) and 4 (triangles). As can be observed, the algorithm introduced in this paper outperforms the UCSF-Spot algorithm in the given range. In addition, it can be noticed that the UCSF-Spot algorithm fails to locate the spots when the absolute rotation angle is greater than 1 degree, obtaining very high RMSEs. On the other hand, the RMSE values arising from the application of the proposed method hold constant for all the rotation angles.

![Fig. 5](image_url)

**Fig. 5.** Results of addressing a simulated image for the: a. Proposed algorithm. b. UCSF-Spot algorithm.

### 6.2 Real microarray images

The proposed method was compared to the UCSF-Spot algorithm on real images, and the accuracy of each method was measured through the RMSE calculation. Typical real microarray images were collected from the Stanford Microarray Database [10]. Details about the images, RMSEs in the $x$ and $y$ directions and
The high RMSE obtained when addressing image lc7b017re2 can be attributed to the image rotation angle of approximately -2.2 degrees. However, all the other images have rotation angles below 0.5 degrees in absolute value. Specially images 21028 and 41602 are not rotated at all.

In addition, the result of applying the proposed automatic procedure to a typical microarray image is shown in Fig. 7, where the intersection of the overlapping lines define the estimated spot centers. As can be noticed from Fig. 7, the proposed algorithm succeeds in estimating the location of the spots. The whole algorithm takes approximately 12 seconds for a typical subgrid like this on a 1.6 GHz AMD-64 under Matlab and Linux, including I/O operations.
Table 1. Accuracy of spot addressing in terms of the RMSE (in pixels) for the proposed automatic algorithm and the UCSF-Spot algorithm described in [6].

<table>
<thead>
<tr>
<th>Image ID</th>
<th># spots</th>
<th>RMSE for the proposed method</th>
<th>RMSE for UCSF-Spot</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$RMSE_x$</td>
<td>$RMSE_y$</td>
</tr>
<tr>
<td>lc7b070rex2</td>
<td>9216</td>
<td>1.88</td>
<td>2.21</td>
</tr>
<tr>
<td>lc7b017rex2</td>
<td>9216</td>
<td>1.01</td>
<td>1.87</td>
</tr>
<tr>
<td>lc7b0104rex2</td>
<td>9216</td>
<td>1.08</td>
<td>1.69</td>
</tr>
<tr>
<td>21028</td>
<td>43080</td>
<td>1.27</td>
<td>1.72</td>
</tr>
<tr>
<td>16275</td>
<td>45312</td>
<td>2.81</td>
<td>2.40</td>
</tr>
<tr>
<td>43087</td>
<td>43080</td>
<td>1.41</td>
<td>2.11</td>
</tr>
<tr>
<td>41602</td>
<td>43080</td>
<td>1.34</td>
<td>1.70</td>
</tr>
<tr>
<td>15739</td>
<td>9216</td>
<td>2.49</td>
<td>3.22</td>
</tr>
</tbody>
</table>

7 Concluding Remarks

In this paper an automatic approach is proposed to address the location of microarray subgrid spot centers. The method relies on the assumption that spotted microarray images can be regarded as regular texture images and consequently texture characterization techniques are suitable to be applied. This is due to the regularity and pseudo-periodicity exhibited by microarray images.

The present approach computes the displacement vectors that span the spot lattice, delivering the image angle of rotation and the row and column spot spacing. This approach is based on the computation of the generalized Hough transform. Instead of using the raw autocorrelation image, the autocorrelation is previously segmented by means of morphological binary operations and connected components detection. The centers of these components are processed to get the spanning vectors, allowing subpixel precision.

Experimental results on synthetic and real images show that the proposed method outperforms the ones provided by a state-of-the-art microarray analysis tool (namely the UCSF-Spot) specially when image rotations and unequal row and column spacings are present.

The present authors believe that the method yields promising results improving accuracy over widely used tools available in the literature. A refinement procedure based on Markov Random Fields is currently under development to further improve robustness against spot location variation, and accuracy.
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Fig. 7. Example of real subgrid. a. Real subgrid taken from image lc7b017rex2 [11]. b. Result of the proposed addressing algorithm.