Constructing BDI Plans from Optimal POMDP Policies, with an Application to AgentSpeak Programming
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Abstract. Based on the analysis of the hybrid approach BDI-MDP found in the literature, this paper introduces the algorithm policyToBDIplan that builds AgentSpeak plans for BDI agents that obey optimal POMDP policies, presenting an example of an application, using Jason. POMDP policies are mapped into BDI agent plans, following an intention, considering that plans extracted from a POMDP optimal policy are the ones adopted by the BDI agent that selects the plan with the greatest utility, and an optimal strategy reconsideration.

1 Introduction

The BDI (Beliefs, Desires, Intentions) agent architecture [1] has been used in different and complex applications. In this approach, agents have a set of beliefs about the states of the world and a set of desires, which identify those states that the agent has as goals. By a process of deliberation, the agent formulates one or more intentions (considered here as the states that the agent is committed to bringing about). The agent then builds a plan to achieve those intentions (through, e.g., some form of means-ends reasoning), and executes it.

Observe that, since this is a heuristic approach, the plan can fail, the environment can change or the intention can be no longer achieved. When this happens, the BDI agent has to reconsider its intentions, to check if they are reachable. This process usually decreases its performance, making almost impossible to reach an optimal behavior, if compared to decision theory models. This balance between the time spent deliberating and the time executing plans is very important to a good BDI agent. Also, the BDI approach does not present tools for a systematic quantitative analysis of the performance of the agents. This is the reason why BDI agents are often outperformed by the those using Markov Decision Processes (MDP) [2], when the MDP solution is tractable.

On the other hand, Partially Observable Markov Decision Processes (POMDP), the extension of MDPs to deal with partially observable environments [3, 4], can be regarded as an ideal approach for the implementation of intelligent agents that have to choose optimal actions in partially observable stochastic domains. There are several algorithms for finding optimal policies for POMDPs (see, e.g., the Witness algorithm [3], which yields policy graphs mapping actions to observations).

However, the very nature of these algorithms, and in particular the need to establish the outcome of every possible action in every belief state, means that finding policies is
intractable in many practical cases, particularly in large or complex problems [5]. The BDI model, in contrast, can scale to handle problems that are beyond the scope of a POMDP solution, and can outperform approximate POMDPs for some relatively small problems [5].

Hybrid models have then been proposed in order to take advantages of both POMDPs and BDI architecture (see, e.g., [5–8]). In [5], the formal relationships existing between certain components of the BDI model and those of POMDPs were discussed, showing how BDI plans and POMDP policies could be related to one another. For example, a BDI agent with plans based on POMDP policies, or a POMDP policy built from a set of BDI plans, can be used to improve the performance of BDI agents or the tractability of POMDPs, respectively [5].

In this paper, extending the proposal presented in [9], which is directed to totally observable models, we discuss the relationship between POMDPs and the BDI approach, presenting an algorithm to build AgentSpeak plans for BDI agents, extracted from POMDPs policies, in a manner that those plans “obey” those policies.

The paper is organized as follows. The relationship between the BDI and MDP descriptions is presented in Sect. 2. A discussion about the relationship between BDI plans and optimal MDP and POMDP policies is presented in Sect. 3. The algorithm for the construction of BDI plans from optimal POMDP policies is introduced in Sect. 4. Section 5 presents a case study. Section 6 is the Conclusion.

2 Relationship Between BDI and POMDP Models

In this section, we use the notation adopted in [5], which, although not standard, simplifies the BDI and MDP descriptions in order to establish relations between their components. Then, we have that:

**Definition 1.** A Markov Decision Process (MDP) is defined as a tuple \((S, A, T, R, P, \pi)\), where:

- \(S\) is a finite set of states (of the agent’s environment);
- \(A\) is a finite set of actions (on the environment);
- \(T : S \times A \rightarrow \Pi(S)\) is the transition function, which, given an action \(a \in A\) executed in a state \(s \in S\), returns a probability distribution over the state set \(S\), so that \(T(s, a, s')\) denotes the probability of (the environment) reaching the state \(s'\) given that the current state is \(s\) and that the agent performs the action \(a\);
- \(R : S \times A \rightarrow \mathbb{R}\) is the reward function, that is, the reward for performing the action \(a \in A\) in a state \(s \in S\);
- \(P\) is the initial probability distribution over the state set;
- \(\pi : S \times A\) is a policy, that is, a mapping state/action.

An agent behaving according to the MDP description is called an MDP agent. In the case of a totally observable environment, \(P\) indicates the current state with 100% of probability, since in such case the agent always knows the current state.

**Definition 2.** A Partially Observable Markov Decision Process (POMDP) is defined as a tuple \(<S, A, T, R, \Omega, O, P, \pi>\), where:
- $S, A, T, R, P$ are defined as in a MDP (see Def. 1);
- $\Omega$ is a finite set of observations;
- $O : S \times A \rightarrow \Pi(\Omega)$ is the observation function, which gives, for each action and resulting state, a probability distribution over the possible observations (on the environment).

In this partially observable description, we consider that the agent has a belief state, which depends on the action executed and its previous belief state, which will then update $P$. And finally, a BDI description is as follows:

**Definition 3.** A BDI description is defined as tuple $(S, A, T, B, D, I, Del, M)$, where
- $B$ is the belief set, $D$ is the desire set, and $I$ is the intention set;
- $Del$ is the deliberation component;
- $M$ is the means-end reasoning component.

An agent behaving according to the BDI description is called a BDI agent.

For an agent in a given environment, we consider that $S, A$ and $T$ are the same for both descriptions (BDI and MDP/POMDP). Besides, we consider that $B$ and $P$ represent the same idea: the agent’s (internal) current state. With these equivalences defined, we have in one hand rewards and policies and in the other hand desires, deliberation, means-end reasoning and intentions. However, since rewards are used to determine policies, and desires are a step to determine intentions, the former components can be subsumed under the corresponding latter components, and can thus be abstracted away. So, the central relation that we must consider in detail when establishing the relation between the two models is the relation between policies and intentions. [5]

The semantics of an intention usually varies among the researchers. The most common is that of a plan that an agent takes to reach a certain state of the world. In this paper, we use intention as the state that the agent has committed to attain, and we will use the term intention-plan (or simply plan), to denote a sequence of actions built to reach a specified state, that is, to reach an intention. The plan will be built starting from the agent’s current state and its intention. An agent can create different plans to accomplish the same intention, depending on its starting state. In the same way, it will create different plans to reach different intentions, from the same starting state.

In [5] there are several equivalences established between both descriptions, BDI and MDP, considering that they work in the same state space. For us, the most relevant result from such work is that given a policy, it is possible to derive from it one or more BDI plans, to solve the same problem in the same state space. Therefore, we can say that a policy incorporates a set of BDI plans.

The expected utility of a BDI plan can be obtained in the same way as for a policy in an MDP, by setting a value to each action and each state in which it is executed. The main difference is that a BDI plan focuses on a path in the state space, while a policy takes into account all possible paths.

The disadvantage of the MDP approach is, of course, that to calculate a policy one spends greater computational cost than to create a simple plan for a BDI agent.
On the other hand, the BDI agent pays the price of building a plan while it is online, while an MDP agent pays the price of obtaining the optimal policy while it is offline. However, the BDI agent often can do with suboptimal plans, which it constantly revises for mismatches with the evolution of the environment.

3 From Policies to BDI Plans

We assume that we have a policy $\pi$ that solves an MDP completely specified, and that $\pi$ is optimal. However, from any $\pi$ it is possible to extract utility values referring to the states that induced $\pi$, and these can be used to establish values for the BDI plans.

A BDI plan obeys a given policy $\pi$ if, and only if, the actions prescribed by the plan are the same prescribed by the policy at each one of the BDI plan’s intermediate states. Observe that we assume that BDI plans are linear, and no consideration is made respecting possible unexpected results to the actions.

Given a BDI agent with a set of plans corresponding to an optimal policy $\pi$ of an MDP agent, if the BDI agent is in the state $s$, the BDI plan with the highest utility value for the BDI agent will be the one that obeys $\pi$, starting in $s$.

We assume, then, that the Del component is optimal, selecting the intention with highest utility, and the actions are completely deterministic in the environment. We also assume that $\pi$ is optimal under the maximum expected utility criteria, always selecting actions that lead the agent to the best state-goal, in the best possible way. Thus, if the $M$ component of the BDI agent chooses the intention with the highest utility, the environment is totally observable, and the actions are deterministic, then Del always selects the same intention/goal that $\pi$ would do.

Conversely, if $M$ chooses the BDI plan with the highest reward, it will choose a BDI plan that follows the same path through the space state (starting from any state that the agent is currently in) that $\pi$ would do. Thus, if we assume that states with the same rewards are considered in the same order by $\pi$ and $M$, then it is clear that BDI plans generated by $M$ will obey $\pi$ [5].

If the actions are not deterministic, the BDI plans’ utility will not be clearly defined. Instead of a simple reward sum through the BDI plan’s path, we would have to consider the action failures. Thus we would have to assume that the deliberation Del and the means-end reasoning $M$ components are optimal under maximum expected utility criteria, instead of being capable of choosing the intention and the plan, respectively, with the highest reward.

We can then also assume, for non-deterministic environments, that all BDI plans will obey an optimal policy [5].

These results of [5] show why the BDI approach has difficulties in generating an optimal behavior: in classical BDI models, the deliberation component Del selects an intention and the means-end reasoning component $M$ builds or chooses a plan to achieve such intention; so, to be able to choose a set of optimal actions, the deliberation component should be able to choose the intention that is optimal under maximum expected utility criteria before the means-end reasoning component chooses a BDI plan.

We now analyze the case in which the environment is partially observable, that is, the agent does not know in which state $S$ it is in, and must thus rely on its observations
about the environment’s current state [4]. POMDP models can handle this kind of situation by extending the concept of state. Rather than taking explicitly states from the set $S$ (the space state describing all the states of the environment), a state in a POMDP is a probability distribution over $S$, denoted by $S'$. If we consider all possible probability distributions $s'_i$, we can think of policies and plans that are concerned with this new state space $S' = \bigcup_i s'_i$.

If $S'$ is the partially observable counterpart of $S$ and we consider that $S'$ is the new space state where the BDI and MDP agents will operate, then both components $B$ and $P$ will identify some $s' \in S'$ as the agent’s current state. Then, as stated in [5], we can correspondingly extend the statement that BDI plans obey a policy. This correspondence is valid under restricted assumptions, but it assures that the generated BDI plans will reflect the optimal policy.

4 The Algorithm to Extract Plans from an Optimal POMDP Policy

In this section, we introduce the algorithm $\text{policyToBDIplan}$, that generates BDI plans in AgentSpeak language, which obey a policy that is optimal with respect to a given a POMDP.

In this work, POMDP optimal policies are obtained by applying the $\text{Witness}$ [3] algorithm. Observe that, in order to reach an optimal policy, it would be necessary to enumerate all belief states, and all observation probability distributions in each belief state. Unlike other approaches, the $\text{Witness}$ algorithm defines regions for the value vector, searching for a point where this vector is not dominant. Then it selects one action at a time and tries to find the best value for each of the actions separately. With these values, it combines the results and builds the value function $V'$. The algorithm also selects one observation at a time. Then it builds a vector in a point in the belief state, based on the selection of a vector transformed from the original $V$ for each observation. It begins in a random point in the belief state, generating the value for that belief state. Then, it adds this to the set and considers the updated set as the true $V'$, and then tries to prove that this is really the $V'$ vector.

During the vector building, it makes a choice for each observation; this is a selection of one vector $V$, representing a future strategy. The algorithm then searches for the individual choices made, observation by observation, in order to determine if a different choice has a better value. Then, it defines a region where that choice is better. If it happens that it finds a point in the belief state, where its new strategy is better than the previous one, then this belief state serves as witness to the fact that this vector choice is not the true $V'$.

The output of the $\text{Witness}$ algorithm is a $\text{policy table}$, representing the $\text{policy graph}$ of the problem (which may have nodes that are never going to be visited, and have thus to be removed from the table).

Each arc in the policy graph represents a sequencing of actions, departing from a node representing an action that is performed at some time, and going to the action that should be performed next, the sequencing being defined in accordance with the
observation that is made as the result of the performance of the action of the node that is at the origin of the arc.

Each line of the policy table represents a node of the policy graph. It has a column Action, to indicate the action to be performed at that node. Also, it has one column Obs Ri for each of the observations that the agent can get after performing the action, each column indicating to which graph node (table line) the agent should go next, according to the observation got.

The algorithm policyToBDIplan (shown in Alg. 1) receives the policy graph, and then builds rules for the AgentSpeak [10] agent programming language, which will constitute plans for BDI agents of the Jason [11] agent programming environment.

The algorithm is as follows:

- The input is the (simplified) policy graph (pg) generated by the Witness algorithm;
- The output is a set of rules of the AgentSpeak language;
- For each line of the policy table, one rule (rule) is extracted, to control the execution of the action (action) by the agent. Also, for each observation in each line, another rule is extracted, to control the transition between table lines (in the algorithm, Obs R1, Obs R2, ..., Obs Rn represent the possible observations).

```
Algorithm 1 Algorithm to extract BDI plans from an optimal POMDP policy

policyToBDIplan(Policygraph pg){
    Policygraphline pl
    BDIplan plan
    BDIfn ruleR1, ruleR2, ..., ruleRn
    set pl to firstLine(pg)
    repeat
        set ruleR1 to BDIfn(head={Node(pl)}, context={True}, body={act(Action(pl)), nextGoal(Node(pl'))})
        set ruleR2 to BDIfn(head={Node(pl')}, context={Obs R1}, body={nextGoal(ObsR1(pl))})
        ... set ruleRn to BDIfn(head={Node(pl')}, context={Obs Rn}, body={nextGoal(ObsRn(pl))})
        addBDIfrules {ruleR1, ruleR2, ..., ruleRn} to plan
    advance ln until ln beyond lastLine(pg)
    return plan
}
```

5 Case Study: The Tiger Problem

In this section, we present an application using the classic Tiger Problem [3]. In this example, the agent is purely reactive, and the state space is very small, so to build a BDI agent has no advantages over a reactive one. But, nevertheless, the simplicity of the problem helps showing how the algorithm works.

The problem consists in one agent in front of two doors. Behind one of them there is a tiger, which will attack the agent if its the door is open, and behind the other door there is a great reward. The agent can listen to the doors, in order to gain some information
about the tiger location. But listening is not for free (there is a cost associated to it), and
is also not reliable (so the agent can sometimes here mishear the location of the tiger).

The POMDP model for the tiger problem is given by the tuple $< S, A, T, R, \Omega, O >$
where:

- $S = \{ sl, sr \}$ is the set of states, where $sl$ represents that “the tiger is behind the
  left door”, and $sr$ that “the tiger is behind the right door”;
- $A = \{ ltn, ol, or \}$ is the set of actions of “to listen”, “to open the left door” and “to
  open the right door”;
- $T : S \times A \rightarrow \Pi(S)$ is the transition function, where the action $ltn$ does not cause
  any transition in the system and $ol$, and $or$ resets the problem;
- $R : S \times A \rightarrow \{-1, +10, -100\}$ is the reward function, where $-1$ is the cost for
  $ltn$, $+10$ is the reward for opening the door without the tiger behind, and $-100$ is
  the cost for opening the door with the tiger behind;
- $\Omega = \{ tl, tr \}$ is the set of observations, where $tl$ is for listening the “tiger on the
  left”, and $tr$ is for listening the “tiger on the right”;
- $O : S \times A \rightarrow \Pi(\Omega)$ is the observation function, which returns the probability
  of making the observation $o$, given that action $a$ was executed and the state $s$ was
  reached.

The belief state of the agent, in the beginning of each turn, is a probability distribu-
tion over the set of states, initially $0.5$ for $sl$ (tiger on the left) and $0.5$ for $sr$ (the tiger
is behind the right door). If the state is $sl$ (the tiger is behind the left door), there is a
probability of $85\%$ that the agent listens the tiger on the left, when the agent does the
action $ltn$ (to listen), but also there is a probability of $15\%$ that the agent listens the tiger
on the wrong side (tiger on the right). The situation in the state $sr$ (the tiger is behind
the right door) is precisely the opposite.

The optimal policy for this problem, i.e., the optimal mapping observation/action,
can be described by the simplified policy graph presented in Fig. 1 and in Tab. 1, ob-
tained using the Witness algorithm. In this case, the policy establishes that the agent
must listen that the tiger is on the same side twice before opening any door, in order to
increase the certainty degree.

Table 1. Policy table for the Tiger Problem

<table>
<thead>
<tr>
<th>Line</th>
<th>Action</th>
<th>Obs=tr</th>
<th>Obs=tl</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$ltn$</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>$ltn$</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$ol$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>$ltn$</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>$ol$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The algorithm policyToBDIplans extracts BDI plans such as the one shown in
Fig. 2. For example, in the line 0 (indicated in the plan by the rule head $+!State(0)$),
the action $ltn$ (to listen) should be executed, and if the observation got after the ac-
tion is $tr$ (tiger on the right), then the next line to be considered is line 1 (as indicated
by \texttt{State}(1) in the first transition control rule with head \texttt{+State}(0'). Otherwise, if the observation is tl (tiger on the left), then the next line to be considered is line 3 (as indicated by \texttt{State}(3) in the second transition control rule with head \texttt{+State}(0')). In the line 1, if tr (tiger on the right) is listened, the agent should proceed to line 2, which tells it to open the left door (action ol).

For testing we have done 100 runs of the problem, and calculated the average behavior. In the tests, the agent chose the right door in 79.5% of the cases, and missed 20.5%, as expected, due to the values of the observation probabilities (85% and 15%).

6 Conclusion and Final Remarks

This paper presented a discussion about the relationship between the BDI and MDP approaches introduced in [5], going further in the proposal of a hybrid BDI-POMDP approach, where POMDP policies are mapped to plans for BDI agents.

For that, we introduced the \texttt{policyToBDIplan} algorithm for building plans for BDI agents in the AgentSpeak language, given a POMDP policy graph obtained by using the \texttt{Witness} algorithm. To illustrate how the algorithm works, we used the Tiger Problem as an example.

An immediate application for this hybrid approach is in the problem of self-regulation of personality-based social exchanges in multiagent systems [12, 13], as proposed in [14–16]. The exchange-regulation mechanism tries to maintain the balance of social exchanges in equilibrium, without interrupting the sequence of interactions. When this mechanism is internal to the agents, the decision processes that regulate the agents’
behaviors have to operate under the condition of partial observability, since the agents do not have the access to the other agents’ internal states. The hybrid BDI-POMDP approach was adopted in the social exchange simulator we are developing, which is being built using the Jason framework.

As future work, we will target an algorithm to build BDI plans for Weakly Coupled Markov Decision Process [17–20], for multiagent systems that address the problem of allocation of resources, products and processes.
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