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Abstract

This paper presents the architecture of an integrated caching and prefetching mechanism for distributed parallel
file systems. By combining techniques for efficient data placement in the cache and the appropriate anticipation of
the data to be requested by the application the mechanism proposed aims to provide reduced I/O latency and higher
throughput.

A parallel file system, NPFS, is introduced in this paper and an adaptative prefetching algorithm CPS used in the
architecture proposed is also presented.
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1 Introduction

The need to store large amounts of data along with the difficulties involved in transferring such data between hard
disks and memory at high speed required by applications lead to the creation of parallel files. Parallel files handle
the splitting of a logical sequential file into a series of segments and their distribution among different servers. With
simultaneous operation of several disks higher transfer rates, increased throughput and decreasing latency are obtained.
The creation of an efficient parallel file system, however, involves the optimization of system policies and efficient
data distribution in order to get all the advantages from parallel input-output (i/0) operations for the applications.

Several parallel file systems can be found in the literature, either hardware controlled (RAID [21] [20]) or software
controlled (PFS [1], software RAID [7], NPFS [12]). Hovewer, such filesystems are mostly local filesystems, i.e., all
files are distributed between local disks on a server. A network parallel file system combines the i/o operations of
several servers to store data. Such a file system brings the advantages of a parallel file system into existent networks,
without additional costs.

The low latency of requests and a high transmission rate are the most favorable characteristics of such kind of
filesystems. Hovewer, most of the existing networks are based on a shared transmition medium, which limits the
benefits that can be offered by a parallel filesystem. Efficient use of the transmition medium is necessary and, in order
to accomplish that, it is possible to use some technics, like caching and prefetching mechanisms.

This paper is structured as shown next. First, we show some background on parallel files (section 2) and caching
and prefetching mechanisms (section 3). In section 4 we introduce the NPFS file system. Our architecture for an
integrated caching and prefetching mechanism is presented on section 5. And, finally, the section 6 concludes the
paper and shows our plans for the future work.

2 Parallel files

At present time, it is usual for applications to manipulate data in the magnitude of hundreds terabytes. Hovewer,
most of the existing storage devices are unable to offer access time low enough to process the data in an effective
manner. This becomes a limitation factor when scientific or multimedia data are processed in real time. Taking into
consideration that such data cannot be stored in memory, it becomes necessary to create mechanisms to manipulate
those data efficiently.

A possible solution to this problem is to use parallel files, on which the data is divided into segments composed
by the stripes, as shown on figure 1. Such a structure allows the data to be read in parallel, thus decreasing the access
time and maximizing the throughput. In the same way, during the write operations the data is transmitted to servers
that store it into local segments.
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Figure 1: Parallel file structure

Thus, parallel files consist of segments and stripes, composed by striping units. Using this structure, instead of
reading a huge sequential file, it is possible to read a parallel file, increasing the performance of data input/output (1/0)
operations.

The process of manipulating the parallel files is called Parallel I/0. Considering the data organization, parallel
files can be stored under hardware control, or using a parallel file system.

I/0 requests arrive at a file server very frequently, possibly several ones at the same time. When data is shared
among processes, the same portion of a file may be requested at the same time by different processes, or just after it
was retrieved from the storage device. When it happens without a caching mechanism, the filesystem must execute
several disk requests in order to read the same data several times. Hovewer, this wouldn’t be necessary if this data
were kept in main memory. The use of a network with a shared medium access (Ethernet networks) also suggests that
the number of transmissions should be reduced for improved performance.

During the data writing process the similar situation occurs. The data can be written, read and written again. In
such a case, if no caching mechanism is being used, the data must be written on disk in order to be read just after.
Using a cache policy it is possible to reduce the number of disk or network accesses: the data may remain in the
memory for future accesses, with no need to access the disks several times in a short period of time. As the memory



is much faster then the disk subsystem, a caching mechanism allows one to increase the performance of input/output
operations.

Another method that is capable of increasing the file system performance is a prefetching mechanism. Using the
prefetching, when an application’s future data requests are known a priori, it is possible to anticipate the data read
requests.

An integrated caching and prefetching mechanism usually allows a faster data management, as shown in [1].

3 Caching and Prefetching

The performance of storage devices, like hard disks or network devices, has a much lower transmission rate when
compared to the speed of memory accesses. In most cases, the performance of an input/output operations for a
networked system is limited by the disk and network performances.

In that context, we can define caching as a mechanism that allows to store the most relevant data in memory,
reducing the number of disk or network accesses, increasing the performance of the I/O operations.

Prefetching is a mechanism that allows to perform anticipated data read operations, loading the obtained data into
main memory or into the cache subsystem before the data read request is actually issued. The prefetching operations
are controlled by a prefetching algorithm.

It is necessary to choose an adequate prefetching policy, as an inadequate algorithm can decrease the performance
of an application, According to [4], there are some basic rules that the prefetching algorithms must follow in order to
have an efficient behavior.

3.1 Cache organization

In a parallel file system, the servers are able to communicate with several clients that can be user processes requesting
data or even different machines communicating via the network. In order to access the files with a caching system, it
is relevant to determine how to share the cache space between all these clients. It is also important to choose which
policy must be used to organize the data inside the file system.

We suggest four different methods to share the cache space:

Creating a separate cache space for each one of the clients is one possible way to distribute the cache space. By
doing so, all the caches will be independent, improving the handling and the organization of the cache.

It is also possible to divide the cache space into a fixed number of fixed size blocks. Thus, each client will have
an independent block of cache space with fixed size. This method is quite similar to the last one, however, it is not
as flexible as it. The main aspects of this method are the speed and the ease of implementation. Hovewer, there is a
possibility to leave some blocks unused or to have too few blocks available for each client.

Using a statically divided cache, the cache space is calculated according to the number of clients, in order to offer
the same cache size to every one of them. The main difference between this method and the last one is the lack of
unused blocks. Hovewer, there is still a possibility to have too few blocks for every client.

Finally, it is possible to allocate the cache space dynamically, on client’s demand. The main problem with this
approach is the difficulty to manage the entire cache and cache manipulation speed that will be a bit slower than in
other methods. Hovewer, using this method, a client will always have all cache space it needs.

It is also possible to use several cache levels. By doing so, it is possible to have an independent cache for each one
of the clients and a bigger cache that can be shared between all the clients.

In caching systems, it is usual to maintain two data structures, one for data, containing the list of all blocks that are
being in use, and another one to contain the list of free blocks that can be used to load new data.

3.2 Cache management

As the cache space has a limited size, it is necessary to remove the “unused” data when new data has to be loaded.
In order to do so, it is necessary to find out what data is “unused”, and can be moved out of cache. It is necessary to
create an efficient policy to maintain the cache updated, containing the most relevant data.

There are several cache management policies, well described in the literature [3]: LRU, LFU, FIFO, Clock, Ran-
dom, Segmented FIFO, 2Q and LRU-K. The policy of cache updates depends on data contained in cache: an algorithm
can be more adequate in some cases and may perform poorly in other situations.

The data contained in cache eventually must be written back to disk. There are several methods used to write data
on disk [16]: write-through, write-back, write-full, write-free.

Having several processes accessing the same data simultaneously is a very common situation in parallel file sys-
tems. Hovewer, if one of these processes modifies the data it has read and writes it back, the cache coherence problem
occurs — the data read by a second process will be different from the real data contained on disk and, when the second
process writes the data back the modifications of the first process will be overwritten. This problem is called cache
coherence problem [13].



In order to solve this problem, it is possible to use different mechanisms, like incoherence detection during the
compilation and coherence enforcing. Incoherence detection mechanisms aim to detect possibly incoherent blocks
during the execution of the system and it is possible to invalidate such blocks (i.e., the system must re-read such
blocks) using a coherence enforcing mechanism. Hovewer, it is necessary to establish a tradeoff between the error
precision and the size of cache blocks, as it is much easier to occur an incoherence in a large block that in a small one.

The basic mechanisms used to keep the cache coherent are:

e Snoopy coherence — this mechanism allows constant information exchange between all the clients and servers,
constantly updating their caches. This mechanism requires a fast communication medium due to the huge
amount of data to be transfered.

e Directory—based mechanisms — a process is created in order to maintain the information about all the data in
all caches. Thus, it becomes necessary to check if the data in a cache is valid communicating with this process.

The main difference between these two mechanisms is that one of them is distributed and the other relies on a
centralized directory service.

3.3 Prefetching access patterns

There are several different manners to read a file — the file can be read sequentially, from the beginning until the end;
it can be read by different processes; it can be splitted up into several segments, and just one of those segments can be
read; the file can even be read without any visible reading pattern.

Knowing a priori the application needs, the filesystem may preload the data into memory, anticipating the appli-
cation’s requests. By doing so, the filesystem is able to increase the performance of read operation, decreasing the
waiting time between the request to read the data, the reading of the data itself and the data processing. The mechanism
that allows such anticipated data preload is called prefetching, and the operation of reading data only on application’s
demand is called post-fetching.

Each file can be read in a different way: the file can be read from the beginning to the end, it can be split in
several segments, and so on [17]. The manner and the sequence of data reading characterize different access patterns.
Knowing those patterns, a prefetching algorithm can be used to perform the anticipated data preload.

The main sequential access patterns are one-block look-ahead, n-block look-ahead and infinite-block look-ahead
[17]. Beside those access patterns, an application may split the file in blocks and read some of them (non-sequential
reading).

3.4 Design of a prefetching mechanism

According to [4], there are four basic rules that must be followed by any prefetching algorithm:

e Optimal Prefetching — Every prefetch should bring into the cache the next block in the reference stream that
is not in the cache.

o Optimal Replacement — Every prefetch should discard the block whose next reference is furthest in the future.
e Do No Harm — Never discard block A to prefetch block B when A will be referenced before B.

o First Opportunity — Never perform a prefetch—and-replace operation when the same operation (fetching the
same block and replacing the same block) could have been performed previously.

When used together, these four rules allow to define what must be loaded into the cache using the prefetching
algorithm or unloaded from the cache in order to store new data. These rules must be followed in order to create an
effective prefetching algorithm.

In order to define the strategy of a prefetching algorithm, we must select it’s way of operation. Basically, there are
just two prefetching policies: aggressive prefetching and passive prefetching [4]. All other policies are based on these
two.

Both policies have pros and cons:

e Aggressive prefetching — this policy always executes the prefetching, no matter what data is being read. This
can bring significant performance gains (in the best case, all the data will be preloaded into memory) but it also
can decrease the performance (in the worst case, no data will be preloaded correctly or, even worse, data that
will be referenced in the future will be unloaded from cache to load data that will never be used. In that case
more disk accesses will be necessary in order to load the correct data).
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Figure 2: Comparing NPFS and NF'S on read operations

e Passive prefetching — this policy executes the prefetching only when absolutely necessary. There is no big
performance boost, but the application will never need more disk accesses to read some data than an application
without prefetching.

An optimal prefetching policy is situated between these two policies. It is necessary to make a choice between
performance boost in some cases and eventual additional disk accesses and a little performance gain, but without
additional disk accesses.

According to benchmarks ([8] [10] [6]), aggressive prefetching is, usually, more efficient than passive prefetching.
Hovewer, this result is highly application dependent and a case study is essential in order to find out which policy is
the best for each application.

3.5 Prefetching algorithms

Each access pattern suggests a different method to read data. It is not possible to use the same method to execute
prefetching for every type of access. A relevant question is how to find out which method must be used in every case.
The creation of an adaptative prefetching algorithm resolves this problem: analyzing different access patterns of
the application, an algorithm may be able to choose the method that should be used to read the data. This algorithm
must be capable to determine a change in an access pattern, modifying the method used to read the data.
Among the prefetching algorithms it is possible to mention the supervisor algorithm [14], NOM and GREED
algorithms [2] and full—file—on—open algorithm [9].

3.6 Integrating caching and prefetching

It is possible to use the caching and the prefetching algorithms in a more efficient way, integrating them.

Without an integrated caching and prefetching solution, the cache is used just to contain the data that has already
been read; and the prefetching algorithm loads new data directly into the local memory of the process, thus decreasing
the advantages of the caching. Also, without an integrated caching and prefetching system, the prefetching algorithm
drops the performance of the input/output operations, requiring an independent place in the memory to be used to store
data retrieved by the prefetching algorithm.

In an integrated caching—prefetching system, the data read using anticipated reading is stored in cache, and the
application retrieves data from this cache. So, it is possible to increase the performance of the I/O system, using a
caching to keep the most relevant data and prefetching to keep the newly obtained data in the same cache memory.

4 Network Parallel File System (NPFS)

NPFS[11] is a software controlled parallel file system. The target architecture for NPFS consists of a series of network
workstations, each containing a local shareable hard disk. Using the parallel file techniques, the filesystem presents a
better performance when compared to NFS filesystem, as shown on figures 2 and 3.

Data distribution is decided when a file is created and it is possible to specify the number of segments and the size
of the striping units.

This filesystem uses the client—server model to create servers on the network. At all, there are three kinds of
processes — master, server and client, as shown on figure 4.

The master is responsible for the system initialization functions; it starts up and shuts down the servers. It is also
responsible for file opening and closing.

The servers allow access to data segments that are stored in their local disks. An instance of the server process
runs on each computer whose disk is being used by the NPFS.
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Figure 3: Comparing NPFS and NF'S on write operations
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Figure 4: NPFS architecture

The clients are the user processes. Their interaction with the NPFS is performed with help of series of functions.
These functions are part of the NPFS Application Programming Interface (API).

The system activation consists in creation of a master process. After that, the master activates all the servers and
waits for clients. The clients connect to the master in order to open the files and, as soon as the files are opened, the
clients interact directly with the servers.

The Application Programming Interface of NPFS is based on the C language basic syntax used in filesystem
interactions: open(), read(), write() and so on. As the names and arguments of NPFS function are quite similar to
standard primitives for the file operations, it becomes easy to create a program which can use NPFS filesystem, or
convert any existent application. The NPFS functions are p_open(), p_read(), etc.

During the reading and writing operations, the client determines automatically which servers contain the needed
file segments and sends them the appropriate requests.

Actually, both reading and writing operations are synchronous, there is no caching or prefetching algorithm.

5 An Integrated Cache and Prefetching Architecture for Distributed Parallel File Systems

Considering the potential benefits of the caching and prefetching mechanisms, this papers presents an architecture for
the implementation of caching and prefetching algorithms to be used in parallel file systems for clusters of worksta-
tions. This work focuses mainly on the NPFS file system, due to its source code availability. However, the modular
design of the caching and prefetching mechanism allows a fast integration with other file systems.

As the transmition medium is usually a shared medium (as in Ethernet networks), this paper attempts to create
mechanisms that can reduce the performance drop and interferences between file systems and distributed applications.

For performance reasons, most of the NPF'S operations are performed by the clients, leaving the servers to simply
read and write the requested blocks on their disks. In such a case, a caching system implemented on the clients may
increase the performance of I/O operations and a prefetching mechanism may decrease the latency, the time elapsed
to read data, by preloading the data into the memory.

On the servers, a caching mechanism can also be useful. In this case, the cache management system comes into
action, in order to define cache policy — wherever it is a common buffer or several per-client buffers.

Making an analogy with the processor cache architecture, we can call the client side cache as a level I cache and
server side cache as level 2 cache.
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In the NPFS filesystem, the master just coordinates all the file opening and closing operations. There is no need
for any caching or prefetching mechanism in its operation, since it does not handle the data requested by the clients.

Using a prefetching algorithm designed specifically for NPF'S filesystem, it is possible to optimize the communica-
tion medium utilization, anticipating the transmition of the needed data and storing it in a cache, avoiding unnecessary
retransmitions.

Different mechanisms of caching and prefetching must be used on the servers and clients, in order to use effectively
the system resources.

5.1 System Architecture

In order to make the caching and prefetching system more flexible, a modular design is used. A cache server is
implemented as a process running on the same machine of every client process. On the servers, the cache system is
integrated into the server process, in order to increase its performance. This architecture is shown on figure 5.

In this architecture, the cache server receives requests to read data from clients, reads the data from servers,
possibly using a prefetching mechanism, stores the read data in cache space and sends the data to client. On further
requests the cache server simply retrieves the data from cache and sends it to the client.

Using this architecture, the implementation of our caching and prefetching mechanism is highly independent on
the file system’s internal structure, allowing quick adaptation and modification without any need to rewrite the entire
file system or even recompile the client applications.

Hovewer, as several new requests are needed in order to transfer data from cache server to the client process, the
transfer rate decreases.

In order to increase the transfer rate between the cache server and the client processes, several communication
mechanisms may be used, such as named pipes, shared memory structures, unix-domain sockets [22] and zero-copy
mechanisms, like the sendfile() [25] [24] primitive, which are available on most modern operational systems, like
Linux 2.4 [25], FreeBSD [19] and Sun Microsystems Solaris [5] [15].

A generic communication mechanism, that uses only the basic functions, such as open_connection, close_connection,
send_data and receive_data, and chooses the most adequate transfer method according to the operational system, is
implemented in order to obtain the best performance on each operational system without the need to recompile.

5.2 Using threads with the cache server

In order to implement different cache write policies, the cache server uses several threads [23] in order to enable the
delayed write operations, such as writeback, and to improve the communication with different clients.
The following threads are used during the cache server operations:

e Main thread — receives the connections from the clients and dispatches new threads in order to attend them.

o Client threads — receive read and write requests from the clients. On read requests it retrieves the data from
the server, stores it in cache and sends it to the client process. On write requests it puts the data to be written
into cache and marks such blocks as dirty.

e Write thread — sends the dirty blocks to the appropriate servers.

5.3 Cache and prefetching operations

In this paper, our prefetching mechanism is used together with the caching system, on the cache server, discussed
above.
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main thread:

receive client request;
create a new client thread;
pass request to the client thread;

client thread:

contact the master process to determine the servers;
contact the servers;
wait for read or write requests;

Table 1: Cache server operation algorithm for open requests

The caching and prefetching mechanism may be activated when opening a file and operate transparently, similarly
to the assynchronous I/0 mechanism. It can also be controlled via the p_fcntl (file control) function, which allows to
define the cache policy, the prefetching algorithm, and other parameters.

The p_fentl function allows to define the caching and prefetching mechanism operation using primitives and con-
stants that are transmitted to the cache server. In order to simplify the operation of such primitives, we define sev-
eral commands that can be transmitted to the cache server, such as: NPFS _LCACHE _SIZE, NPFS_SCACHE _SIZE,
NPFS_PREFETCH_METHOD and others. These commands are transmitted along with their parameters, that repre-
sent, for example, the local cache size, the server cache size and the prefetching algorithm.

The algorithm for caching operations on read requests is shown on figures 3. The caching operations with write
requests is different: the cache server uses a separate thread in order to write the requested blocks back to the servers,
according to the cache write policy (i.e., writethrough, writeback, etc) and returns to the client just after it has updated
its cache with the data to be written. The write operation itself is handled by another thread, as shown on figure 4. The
open and close operations are responsible for the creation of new threads, as shown on tables 1 and 2.

In order to provide a transparent integration with existing filesystem functions, the cache server overrides the data
access functions from the original file system, as shown on figure 6.

For example, if we use the NPFS filesystem, we just have to override the p_read and p_write. When the client
application uses, for example, p_read function to read a text file, it must:

e Contact the cache server using an adequate communication mechanism.
e Send the request to read data to the cache server.

e Read data from the cache server.

When the cache server receives the data read request, it uses its algorithm (shown on table 3) in order to get the
data and sends it to the client. This process operates transparently to the client. The client can use the f_fcntl function
to change the behavior of caching and prefetching operations, contacting the cache server directly.

When the write data request is received, the server uses its algorithm (shown on table 4) in order to send the data
to be written to the servers.

client thread:
write blocks marked as dirty;
remove dirty blocks from cache;

close all open connections;
destroy thread;

Table 2: Cache server operation algorithm for close requests



client thread:

determine the needed disk blocks;
for each block in list:
check for block in local cache;
if data found in cache:
put the data into buffer;
update cache hit counter;
remove block from list;
for each remaining block in the list:
request block from appropriate server;
free space in cache for the new blocks;
put blocks read into local cache;
initialize the cache hit counter;
put blocks read into the buffer;
update CPS access pattern;
execute the prefetching algorithm;
adjust the Probability Success Counter;

Table 3: Cache server operation algorithm for read requests

main thread:

determine the needed disk blocks;
free space in cache for these blocks;
for each block in list:

put block into cache;

mark block as dirty;
return to the client program;

cache write thread:

54

wait for cache write policy;

for each block in 1list:
send block to corresponding server;
remove block from cache;

Table 4: Cache operation algorithm for write requests

CPS Prefetching Algorithm

In order to perform the prefetching operations we introduce a prefetching algorithm, called CPS (stands for Probability
Success Counter). The CPS algorithm is an adaptative algorithm, that counts the number of successful prefetching
operations and number of failures. If the number of failures is too high, CPS selects a different prefetching access
pattern or, if there are no more suitable patterns, it stops all prefetching operations.

The algorithm used by CPS is the following:

1.

When a file is opened, a counter is initialized by the cache server with a default starting value. The counter is
called the success probability counter.

After the first read request, the default access pattern is evaluated. According to the pattern, the CPS algorithm
sends a cache load request to the appropriate server, which commands the server to load the data block that
may be read next into the server’s cache. In order to avoid unnecessary data transmissions, no data is being
transferred effectivelly.

. If the client application’s next read request has been correctly “guessed” by the current access pattern, the

success probability counter is incremented by one. Otherwise, it is decremented by two. This allows a more
accurate access pattern guessing, avoiding errors.

If the success probability counter drops below a certain value, the current access pattern is substituted by the
next known access pattern and the success probability counter is reset to its original value. If there are no more
known access patterns, the algorithm stops its operation, efectivelly canceling the prefetching mechanism.

. When the success probability counter passes a certain value, the algorithm stops sending cache load commands

and starts its prefetching operations, sending read commands to the server.
If the success probability counter passes another predefined value, the algorithm stops incrementing it further.

On a file close request, the algorithm resets the counter for that file.



The main objective of the CPS algorithm is to provide a transparent prefetching mechanism activation using the
most adequate prefetching access pattern for data access. Using different values for the CPS operations (when the
access pattern should be changed, how many cache load requests must be sent and others) it is possible to customize
the algorithm according to the application needs.

5.5 Evaluating the CPS algorithm

In order to prove the efficiency of the CPS algorithm, we should consider on which case it allows performance gains
and when it may drop the speed of I/O operations.
Given that the CPS algorithm sends a small amount of data to the servers, we can consider the following:

e On small files operations the use of cache load operations may drop the I/O performance: there is no real need
to prefetch the caching operations on the server with small chunks of data.

e On big files operations the cache load operations may allow the server cache to load the data antecipatelly and
send it to the client without the need to access the storage device (i.e., the hard disk).

e On small intervals between subsequent data read requests (for example, when the application only reads the file
without processing the read data), the cache load operations won’t offer any significant gain of performance. In
this case, the cache load request will be followed by the read request, and no real gain with the prefetching will
be obtained.

e On big intervals between subsequent data read requests (for example, when the application reads a set of num-
bers and processes them), the cache load operations allow the server to load the data into the cache before the
read request is received, improving the I/O performance.

Considering the size of the files and the time elapsed to process each piece of data, it is possible to select the most
adequate prefetching algorithm. When the kind of file operations is unknown to the application, the CPS algorithm
allows a smooth prefetching activation and selection of most suitable access pattern for the application.

This algorithm can be used in order to determine application’s access patterns. After that, it is possible to imple-
ment a prefetching algorithm that is most suitable for that application.

5.6 Case study

The architecture for an integrated caching and prefetching mechanism introduced above can easily improve the overall
performance of a parallel file system and its applications. This architecture can be beneficial for different kinds of
applications. As an example, we can use it together with a distributed video on demand server [18]. In this case, our
prefetching mechanism may be specially useful in order to improve the video acquisition rate, anticipating the video
frames to be retrieved and storing them in a local cache.

It is possible to determine the type of a video file when opening it. After that, we can determine the size of each
frame or the size of each request block. Optimizing the size of the cache to hold, for example, 15 seconds of video, we
can use the prefetching algorithm in order to keep the cache updated with newest data, eliminating the loss of frames
caused by a sudden drop of network performance.

6 Conclusion and plans for future work

In this paper, we have presented the architecture for an integrated caching and prefetching mechanism for a parallel
file system.

As has been discussed, a mechanism for combined caching and prefetching operation can effectively improve the
performance of I/O, increasing the throughput and decreasing the latency of operations. An integrated caching and
prefetching mechanism is an important mean for improving the performance of a filesystem.

Due to the concurrent network accesses in a parallel file system over a cluster of workstations such mechanism
may provide even greater performance gains, as unnecessary network accesses may be avoided.

The measurement of the overall performance gains of the methodology presented is in progress. Providing support
for specific classes of applications, such as a parallel video on demand server is also under development [18]. The
mapping of the same functionalities on other parallel file systems is being concerned.
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