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Abstract

In the frame of intuitionistic logic and type theory, it is well known that there is an isomorphism between types and propositions; the Curry-Howard Isomorphism. However, it is less clear the relation between terms construction and proofs development. The main difficulty arises when we try to represent incomplete proofs as terms describing a state of knowledge where some part of the proof is built, but another part remains to be built. The pieces of proof terms that are unknown are called places-holders. We present a theoretical approach to place-holders in type theory. In this approach place-holders are represented by metavariables and terms are built incrementally by instantiation of metavariables. We show how an appropriate extension to typed λ-calculus with explicit substitutions and explicit typing of metavariables allows to identify terms construction and proofs development activities.

Representación de pruebas en la teoría de tipos:
Estado del arte

Resumen

En el marco de la lógica intuicionista y la teoría de tipos es bien conocido que las nociones de tipo y proposición coinciden (este hecho se conoce como Isomorfismo de Curry-Howard). Es menos claro, sin embargo, la relación entre los procesos de construcción de términos y desarrollo de pruebas. La principal dificultad consiste en la representación de pruebas incompletas por medio de términos no totalmente construidos. Este artículo presenta un enfoque teórico de términos incompletos en la teoría de tipos. En este enfoque, las metavariables permiten expresar términos parcialmente construidos, y la instanciación de metavariables es el mecanismo para construir términos incrementalmente. Tal enfoque, aplicado a un λ-cálculo tipado extendido con sustituciones explícitas y con reglas explícitas de tipado de metavariables, identifica la actividades de construcción de términos y desarrollo de pruebas.
Preliminaries

We recall a few concepts about intuitionistic logic, typed \( \lambda \)-calculus and the Curry-Howard isomorphism. The reader familiar with these concepts can skip this section. For a more detailed explanation, refer to [Kle52, Fit69, Bar84, GTL89].

First, we consider an intuitionistic minimal logic in which propositional formulas are built from atomic propositions and the imply connector (\( \rightarrow \)). We use uppercase Latin letters \( A, B, \ldots \) to denote formulas and uppercase Greek letters \( \Gamma, \Delta \) to denote sets of formulas. We write \( \Gamma, A \) for \( \Gamma \cup \{ A \} \). As usual, we use parentheses to indicate sub-term structure.

A *judgement* is a pair formed by a set of formulas \( \Gamma \) and a formula \( A \), noted by \( \Gamma \vdash A \). Informally, a judgement \( \Gamma \vdash A \) can be read as "\( A \) is a logical consequence of the hypotheses \( \Gamma \)". A judgement is *provable* if and only if it is derived by top-down application of the following rules:

\[
\begin{align*}
\frac{}{\Gamma, A \vdash A} \quad & \text{(Axiom)} \\
\frac{\Gamma, A \vdash B}{\Gamma, A \rightarrow B} \quad & \text{(Intro \( \rightarrow \))} \\
\frac{\Gamma \vdash A \rightarrow B \quad \Gamma \vdash A}{\Gamma \vdash B} \quad & \text{(Elim \( \rightarrow \))}
\end{align*}
\]

A formula \( A \) is a *tautology* if and only if the judgement \( \vdash A \) is provable. For example, the formula \( (A \rightarrow B) \rightarrow ((B \rightarrow C) \rightarrow (A \rightarrow C)) \) is a tautology since it can be derived as follows:

\[
\begin{align*}
A \rightarrow B, B \rightarrow C, A \rightarrow B & \quad \text{(Axiom)} \Rightarrow A \rightarrow B, B \rightarrow C, A \rightarrow B \rightarrow C \quad \text{(Axiom)} \\
A \rightarrow B, B \rightarrow C, A \rightarrow C & \Rightarrow A \rightarrow B, B \rightarrow C, A \rightarrow C \rightarrow C \quad \text{(Axiom)} \\
A \rightarrow B, B \rightarrow C & \Rightarrow A \rightarrow B \rightarrow C \quad \text{(Intro \( \rightarrow \))} \\
\vdash (A \rightarrow B) \rightarrow ((B \rightarrow C) \rightarrow (A \rightarrow C)) & \Rightarrow \text{(Intro \( \rightarrow \))}
\end{align*}
\]

Now, we consider a simply typed \( \lambda \)-calculus that contains a set of basic types and its functional closure, i.e. \( A \) is a type if and only if (1) it is a basic type or (2) it has the form \( B \rightarrow C \) where \( B \) and \( C \) are types.

In the following, we are going to use the uppercase Latin letters \( A, B, \ldots \) to range over types.

Let \( V \) be an infinite set of variables \( x, y, \ldots \). The well-formed terms of the typed \( \lambda \)-calculus are defined as the smallest set \( \Lambda \) that satisfy: (1) \( V \subseteq \Lambda \), and (2) if \( M \) and \( N \) are in \( \Lambda \) and \( A \) is a type, then both of \( \lambda x : A.M \) and \( (M N) \) are in \( \Lambda \). A term like \( \lambda x : A.M \) is called *abstraction* (informally, it represents a function with a parameter \( x \) of type \( A \) and the body \( M \)) and a term like \( (M N) \) is called *application*.

The *free variables* set of a \( \lambda \)-term \( M \) is denoted \( F_v(M) \) and defined inductively over \( M \) by \( F_v(x) = \{ x \} \), \( F_v(M N) = F_v(M) \cup F_v(N) \) and \( F_v(\lambda x : A.M) = F_v(M) \setminus \{ x \} \).

In a term \( \lambda x : A.M \), all the free occurrences of the variable \( x \) in \( M \) are *bound* by the outermost \( \lambda \)-constructor. As usual, the names of bound variables are not important, and they can be renamed in order to obtain equivalent terms. In \( \lambda \)-calculus this is expressed by the \( \alpha \)-conversion: \( \lambda x : A.M = \lambda y : A.(M[x \leftarrow y]) \) where \( y \) is a fresh variable. The general form \( M[x \leftarrow N] \) does not belong to the rules of well-formed \( \lambda \)-terms. This is because formally \( M[x \leftarrow N] \) is not a \( \lambda \)-term, but a notation to represent "the \( \lambda \)-term in which all the free occurrences of the variable \( x \) in the term \( M \) have been replaced by \( N \)". This form is called *substitution* and it can be used to express the principal rule of the \( \lambda \)-calculus, the \( \beta \)-reduction: \( (\lambda x : A.M)N \xrightarrow{\beta} M[x \leftarrow N] \).

A *context* is a set of variable declarations that assign a type to each variable. We use uppercase Greek letters \( \Gamma, \Delta \) to denote contexts.

A *typing judgement* is an expression \( \Gamma \vdash M : A \) where \( M \) is a \( \lambda \)-term, \( A \) is a type and \( \Gamma \) is a context. It can be read as "\( M \) is a term of type \( A \) in \( \Gamma \)".

A judgement is *valid* if and only if it can be derived by top-down application of the following rules:

\[
\begin{align*}
\frac{\Gamma, x : A \vdash x : A}{\Gamma} \quad & \text{(Var)} \\
\frac{\Gamma, y : A \vdash B}{\Gamma} \quad & \text{(Abs)} \\
\frac{\Gamma \vdash M : A \rightarrow B \quad \Gamma \vdash N : A}{\Gamma \vdash M \cdot N : B} \quad & \text{(Appl)}
\end{align*}
\]

We say that a \( \lambda \)-term \( M \) is *well typed* if and only if there exists a type \( A \) such that \( \vdash M : A \), and we say that a type \( A \) is *inhabited* if and only if there exists a \( \lambda \)-term \( M \) such that \( \vdash M : A \).
If we identify propositions (of the intuitionistic minimal logic) with types (of the typed of \( \lambda \)-calculus), then we can realize that the derivation rules (Axiom), (Intro\( ^{-} \)) and (Elim\( ^{-} \)) correspond one to one to the typing rules (Var), (Abs) and (Appl). Indeed, typing rules are logical rules decorated by typed \( \lambda \)-terms. This is essentially the *Curry-Howard isomorphism*. The idea to represent theorem proofs by objects was originally developed by Heyting and Kolmogorov in the 1930’s. The Heyting and Kolmogorov’s semantic proposes to model proofs as functional objects. For instance, a proof of \( A \rightarrow B \) is a function \( f \), which maps each proof \( p \) of \( A \) to a proof \( f(p) \) of \( B \). Curry and Howard’s works regain the original idea but replace functional objects by formal terms.

For instance, if we decorate the above tree derivation of the tautology

\[
(A \rightarrow B) \rightarrow ((B \rightarrow C) \rightarrow (A \rightarrow C))
\]

then we obtain the valid typing judgement

\[
\Gamma \vdash \lambda x : A \rightarrow B. \lambda y : B \rightarrow C. \lambda z : A.(y (x z)) : (A \rightarrow B) \rightarrow ((B \rightarrow C) \rightarrow (A \rightarrow C))
\]

In this frame, we have the following nice properties:

1. The set of tautologies formulas is exactly the set of inhabited types, i.e. \( \Gamma \vdash A \) if and only if there exists a \( \lambda \)-term \( M \) such that \( \Gamma \vdash M : A \). In the following we are going to confuse the words *types* and *propositions*, and if \( \Gamma \vdash M : A \) is a valid judgement, then we say that \( M \) is a proof object of \( A \).

2. The \( \beta \)-reduction is *strongly normalising* on well typed \( \lambda \)-terms.

3. The \( \beta \)-reduction is *confluent* on well typed \( \lambda \)-terms.

4. Typing rules and \( \beta \)-reduction commute, i.e. if \( \Gamma \vdash M : A \) and \( M \xrightarrow{\beta} M' \) then \( \Gamma \vdash M' : A \).

5. A term \( M \) in \( \beta \)-normal of type \( A \), is a cut free proof of \( A \), i.e. a proof that does not use lemmas.

The Curry-Howard isomorphism is extended to intuitionistic first order and higher-order logics and it is widely studied in proof theory. It is at the base of mathematics formalisation where proofs are just mathematical objects. Such languages are the fundament of automatic system for proof construction, program verification and program synthesis.

## 1 Introduction

It is clear that in an intuitionistic logic we can identify the concepts of *types* and *propositions*. However, it is less clear the relationship between terms construction and proofs development.

Generally, proofs are developed in a bottom-up way. For example, if we want to prove a proposition of the form \( A \rightarrow B \), then we use the rule (Intro\( ^{-} \)) and then we try to prove \( B \) under the assumption \( A \). In contrast, terms construction is essentially a top-down process. For example, if we know that \( M \) is a \( \lambda \)-term of type \( B \) when we assume that \( x \) is of type \( A \), using the rule (Appl) we obtain the term \( \lambda x : A. M \) of type \( A \rightarrow B \).

What happens if we build \( \lambda \)-terms in a bottom-up way? For instance, assume that we want to prove \( A \rightarrow B \) in an empty context and we do a bottom-up application of the rule (Var), then we would say that the term \( (\lambda x : A. \Box) \) is an incomplete proof of \( A \rightarrow B \), where \( \Box \) represents a term of type \( B \) under the assumption that \( x : A \) is declared in the context. The symbol \( \Box \) is usually called a *place-holder* and the term \( (\lambda x : A. \Box) \) is an *incomplete object* proof, since it represents a hypothetical future proof. In this way, it is possible to build a proof incrementally.

But, what is the status of a term like \( (\lambda x : A. \Box) \) in \( \lambda \)-calculus? How can we represent incomplete proofs in the kernel of a proof assistant system based on type theory? In certain proof systems, proof terms and incomplete proofs are represented in different ways. For example, in the system Coq (\([CCF+95]\)) proof terms
are represented in the Calculus of Inductive Construction (an extension of the simply typed $\lambda$-calculus) and incomplete proofs are represented in an ad hoc structure called tactic trees. At the end of the proving process, if a tactic tree represents a complete proof, it is translated to a proof term. An advantage of this approach is the flexibility that the user has to program his own tactics. In general, these ad hoc structures can be as complex as the system programmer wants.

Another point of view, taken for example in the system Alf ([AGNvS94]), is that incomplete proof objects are in some sense “incomplete proof terms”, and then incomplete proof objects must be represented as $\lambda$-terms also, i.e. in the above example $(\lambda x : A. \Box)$ must be considered like a $\lambda$-term. An advantage of this approach is that a unique proof representation is simpler and clearer; specially if we want to prove the correction of the system because there is only one data structure to verify.

In this paper, we consider the second possibility, i.e. the representation of partial proofs in $\lambda$-calculus. In particular, we want to answer the question about the status of a term like $\Box$ inside the term $(\lambda x : A. \Box)$. A priori, a place-holder can be seen as a lemma (variable) that we assume during term construction, but that must be proved (instantiated) in order to have a complete proof. But is it sufficient to consider a classical typed $\lambda$-calculus to replace place-holders and to explain their refinement mechanism? We detail all of these considerations in Section 2. In Section 3 we introduce a new sort of variables that are called Metavariables. Incomplete proof terms are just terms with metavariables, and term refinement can be implemented by instantiation of metavariables. In Section 4 we discuss the metavariable approach for first order and higher-order type theories. In Section 5 we compare our work with related works. Finally, the last section provides the conclusion of this work and our future research direction.

## 2 Place-holders, Variables and Explicit Substitutions

In the classical $\lambda$-calculus there is a notion of variable and a mechanism to substitute it, then, why not to use them to represent the place-holders and their refinement mechanism? We are going to study this possibility with some examples.

Assume that we have an hypothesis $h$ of the proposition $A$ and we want to find a proof term of $B \rightarrow A$. We propose the incomplete proof $(\lambda x : B. \Box)$. If we substitute $\Box$ for $h$ we obtain the term $(\lambda x : B. h)$ which does not contain the place-holder.

Now, assume that we want to prove $A \rightarrow A$. Again, we propose the incomplete proof $(\lambda x : A. \Box)$. We would like to substitute $\Box$ for $x$ in order to obtain something like $(\lambda x : A. x)$, but $x$ is a bound variable in $(\lambda x : A. \Box)$, and then it is not possible to do this substitution. We recall that the substitution operation in $\lambda$-calculus takes care of renaming bound variables.

One solution to the above problem, taken from the Higher-Order Unification tradition ([Hue75],[Ell89]), is the functional handle of scope. With this technique, the information that a variable can indeed occur in the substitution needs to be functionally handled by the variable $\Box$. Thus we do not consider the term $(\lambda x : A. \Box)$, but the term $(\lambda x : A. (\Box x))$ where $\Box$ is of type $A \rightarrow A$. Now, to complete the proof we can substitute $\Box$ for “any term of type $A \rightarrow A$”. But we are again in the initial state: we must find a term of type $A \rightarrow A$. Therefore, the only possible refinement is a complete proof term!

If we use the standard $\lambda$-calculus to represent incomplete proofs, and its substitution mechanism to refine $\Box$-terms, then we cannot build a proof incrementally. In particular, it is not possible to simulate the Intro tactic that exists in many proof assistant systems (the Intro tactic corresponds to the application bottom-up of the typing rule (Abs)).

Actually, to build a proof of $A \rightarrow A$ from the incomplete object $(\lambda x : A. \Box)$, we do not want to substitute the term $\Box$ for $x$, but “refine” the place-holder $\Box$ with the term $x$. Then we can imagine a $\lambda$-calculus with another operation that we call instantiation. Instantiation replaces a variable by a term without renaming bound variables. A serious problem is that instantiation and $\beta$-reduction do not commute. For instance the term $((\lambda x : A. \Box)y) (\Box \rightarrow x)$ (where $\Box \rightarrow x$) is $\beta$-equivalent to $\Box (\Box \rightarrow x)$ and is equivalent modulo instantiation to $x$, but $((\lambda x : A. \Box)y) (\Box \rightarrow x)$ is also equivalent modulo instantiation to $((\lambda x : A. x)y)$ and this term is $\beta$-reduced to $y!$ The problem is that we cannot apply
\(\beta\)-reduction under incomplete object proofs. But, how can we explain this restriction in \(\lambda\)-calculus if the \(\beta\)-reduction is expressed by means of an external substitution operation that cannot be delayed?

Explicit substitutions calculi support a mechanism of lazy evaluation for substitutions. In an explicit substitutions calculus the \(\beta\)-reduction is implemented by means of an internal substitution operator. There are many different presentations for these systems ([ACCL91], [CHL95], [Les94], [Rico93], [Blo95], [KR95], [Muñ95], [Ros92], ...), each one with different meta-theoretical properties. For the discussion that follows we consider a very general explicit substitutions calculus with names, without any special meta-theoretical property. However, in order to prove certain typing properties like decidability or uniqueness, it is necessary to provide an explicit substitutions calculus with meta-theoretical properties like confluence or weak normalization on well typed terms.

We write \(M[x := N]\) the explicit substitution of the variable \(x\) by the term \(N\) to the term \(M\). In such a calculus the \(\beta\)-redexes are reduced by the rule (Beta) \((\lambda x : A.M)N \rightarrow M[x := N]\). Here, \(M[x := N]\) is not a notation for an external substitution operation, but a real and well formed syntactic term. Thus, in an explicit substitutions calculus it is necessary to have an explicit substitutions reduction system (usually called \(\delta\)) that contains rules like (Var) \(x[x := N] \rightarrow N\) and (Var) \(y[x := N] \rightarrow N\) if \(x \neq y\).

However, an explicit substitutions calculus is not sufficient to express incremental construction of proofs by means of refinement of incomplete proofs. It is necessary to provide a mechanism to delay the effective application of a substitution to a place-holder, and thus for example the term \(\Box[x := N]\) must not be reduced by (Var), nor by (Var) and it is if \(\Box\) is a variable.

3 Place-holders as Metavariables

Actually, variables and place-holders play very different roles in proof objects. The former denote calculus objects of the theory, for example the parameters in a \(\lambda\)-abstraction. The latter represent unknown pieces of proof which will be found in order to build a complete proof object.

If we consider the \(\lambda\)-calculus defined as an algebra on a set \(X\) of variables and a set of operators containing a set of constants \(V\) and a set of unary abstractors indexed on \(V\) and the application, then we have two sort of variables:

- Those of \(V\) (noted by the lowercase letters \(x, y, \ldots\)) that correspond to the variables of the calculus, for example \(x\) in the term \(\lambda x : A.x\), and

- Those of \(X\) (noted by the uppercase letters \(X, Y, \ldots\)) that correspond to arbitrary terms of the algebra and are usually called Metavariables

Proof terms are built incrementally by refinement steps. Refinement is no more than instantiation of metavariables. In order to have a consistent system, we demand the following invariant property over refinements:

**Definition 1** A refinement operation commutes with typing if and only if for any terms \(M\) and \(M'\), context \(\Gamma\) and type \(A\), if \(\Gamma \vdash M : A\) then \(\Gamma \vdash M' : A\)

Unfortunately, instantiation of metavariables and typing do not commute. For example, let \(\Gamma\) be the context declaration \(x : A, z : (B \rightarrow A) \rightarrow C\) of the incomplete term \((x (\lambda x : B.Y))\) of type \(C\), where \(Y\) is a metavariable of type \(A\). If we instantiate \(Y\) with the variable \(x\) of type \(A\) declared in \(\Gamma\), then we obtain an ill-typed term since \((\lambda x : B.x)\) has type \(B \rightarrow B\) and not \(B \rightarrow A\). However, if we consider that the context declaration of \(Y\) is \(\Gamma, x : B\), then we cannot instantiate \(Y\) with \(x\) because they have different types.

Therefore, we can say that the context declaration of a metavariable is the context where it is used, but what happens when we use the same metavariable in different contexts? A possible answer, given by [DHK95] and also implemented in [Mag95], is to associate to each metavariable \(X\) a unique type \(A_X\), a unique context \(\Gamma_X\), and the implicit typing rule:
Thus, all the occurrences of a metavariable must be typed in the same context, with the same type, and they are uniquely determined by their position in the term. For instance, the judgement \( w : A \vdash ((\lambda x : A \rightarrow B \rightarrow C.x \ Y)Z) : C \) is valid if and only if \( T_Y = A, \Gamma_Y = w : A, x : A \rightarrow B \rightarrow C, T_Z = B \) and \( \Gamma_Z = w : A \). Therefore, we have the following typing rules:

\[
\begin{align*}
\frac{w : A, x : (A \rightarrow B \rightarrow C) \vdash Y : A}{w : A, x \vdash (A \rightarrow B \rightarrow C) \vdash Y : A} & \quad \text{(Meta}_Y) \\
\frac{w : A \vdash Z : B}{w : A \vdash Z : B} & \quad \text{(Meta}_Z)
\end{align*}
\]

In contrast, the term \( (\lambda x : A.X)X \) is not well typed in any context, since we assume that this term is well typed in a context \( \Gamma \), then \( X \) would be typed in two different contexts: \( \Gamma \) and \( \Gamma, x : A \).

Due to the fact that all the occurrences of a metavariable \( X \) refer to the same metavariable \( X \), the refinement operation is a global operation simply defined as:

**Definition 2** Let \( X \) be a metavariable, \( T \) a term such that \( \Gamma_X \vdash T : T_x \) and \( M \) a term possibly containing \( X \). The refinement of \( X \) with \( T \) transforms the term \( M \) into \( M\{X \mapsto T\} \).

An additional point is that the context of a metavariable is not invariant under \( \beta \)-reductions of \( \lambda \)-calculus. For instance, if we take the term \( (\lambda x : A. (\lambda y : A.x))Y \) in a context \( \Gamma \), where \( Y \) is a metavariable of type \( A \), and we do a step of \( \beta \)-reduction, we get the term \( (\lambda z : A.Y) \) where the metavariable \( Y \) is used in a context \( \Gamma, z : A \). One possible solution, implemented in \([\text{Mag}95]\), is to avoid the introduction of substitutions inside an \( \lambda \)-abstraction and thus the term \( (\lambda x : A. (\lambda x : A.x))Y \) reduces to \( (\lambda x : A.x)[x := Y] \) which is a normal form.

Another solution is to use an explicit substitutions calculus with a De Bruijn’s index notation of variables, for example the system \( \lambda_\sigma \) ([ACCL91]). In the de Bruijn’s index notation, the name of bound variables are dropped (because they are irrelevant) and each occurrence of a variable in a term is replaced by a natural number (its de Bruijn’s index). The index \( n \) is captured by the \( n \)-th \( \lambda \)-constructor surrounding it. For instance, the term \( (\lambda x : B \rightarrow A. (\lambda y : B.x y)) \) becomes \( (\lambda B \rightarrow A. (\lambda B.2 1)) \). The renaming of bound variables is handled by the shift substitution \((\uparrow)\) which increments by one all the indices. For example, if we take the term \( (\lambda x : A. (\lambda x : A.x))Y \) in a context \( \Gamma \) where \( Y \) is a metavariable of type \( A \), then we can represent it by \((\lambda A. (\lambda A.2))Y\) in de Bruijn’s index notation; this term is reduced in \( \lambda_\sigma \)-calculus to \((\lambda A.Y[\uparrow])\) which is well typed in the context \( \Gamma \). In this calculus we have that \( \beta \)-reduction preserves the context declaration of a metavariable.

For the simply typed \( \lambda_\sigma \)-calculus the following commutation property holds ([DHK95]):

**Proposition 1** Typing and refinement of metavariables commute.

4 What about first order and higher-order type theories?

The Curry-Howard isomorphism is achieved in intuitionistic higher-order logic by introducing \( \Pi \) and \( \Sigma \) types (which corresponds respectively to universal and existential quantifiers).

In an intuitionistic first order logic, derivation rules that correspond to the quantifier \( \forall \) are:

\[
\begin{align*}
\Gamma \vdash I_A & \quad \text{(Intro}_Y) \\
\Gamma \vdash \forall x A & \quad \text{(Elim}_Y)
\end{align*}
\]

In \((\text{Intro}_Y)\) we assume that \( x \) is not free in \( \Gamma \) and in \((\text{Elim}_Y)\) we assume that \( t \) is an object.

In type theory there is no distinction between objects (as \( t \) or \( x \) in the rule \((\text{Elim}_Y))\) and propositions (as \( A \)). But all the terms are typed even the propositions. In order to have a consistent system, there is an
infinite type hierarchy that says $A, B, \ldots : Type_0, Type_0 : Type_1, \ldots, Type_i : Type_{i+1}, \ldots$ And we add the property: if $x : Type_i$ and $i < j$ then $x : Type_j$.

The typing rules that correspond to (Intro') and (Elim') are:

$$\Gamma, x : A \vdash M : B \quad \Gamma \vdash (\forall x : A. B) \quad \Gamma \vdash N : A$$

$$(\Pi x : A.B) \quad (\forall x : A.B)$$

$$(\forall x : A.B)$$

$$(\forall x : A.B)$$

The type $(\forall x : A.B)$ is usually written $(\Pi x : A.B)$.

We remark that the rules (Pi) and (AppPi) are a generalisation of (Abs) and (Appl) where the type $A \to B$ is just a notation for $(\Pi x : A.B)$ where $x$ does not occur in $B$.

Assume the induction axiom over naturals:

$\text{nat}_{\text{ind}} : (\Pi p : \text{nat} \to Type. (p 0) \to (\Pi x : \text{nat}. (p x) \to (p \text{ succ} x))) \to (\Pi n : \text{nat}. p n))$ in a context $\Gamma$ where $0 : \text{nat}$ and $\text{succ} : \text{nat} \to \text{nat}$. If $Z, Z_0, Z_x$ and $W$ are metavariables, then the term

$$(\text{nat}_{\text{ind}} Z Z_0 (\lambda z : \text{nat}. \lambda y : (Z x). Z_x) W)$$

is well typed in $\Gamma$ if

1. $\Gamma \vdash W : \text{nat}$,
2. $\Gamma \vdash Z : \text{nat} \to Type$,
3. $\Gamma \vdash Z_0 : (Z 0)$ and
4. $\Gamma, x : \text{nat}, y : (Z x) \vdash Z_x : (Z \text{ succ} y))$.

Typing judgements (1) and (2) are similar to those of the simply typed theory. However, in judgement (3) we have a type that contains a metavariable, and in judgement (4) we have that the context depends on metavariables also.

If we have implicit typing rules for metavariables (like $\text{Meta}_X$ in the simply typed theory), then how can we detect and avoid circular typing judgements like:

- $\Gamma X \vdash X : (w X)$,
- $\Gamma X \vdash X : (w Y)$ and $\Gamma Y \vdash Y : (z X)$, or
- $\Gamma X, y : (w X) \vdash X : (z y)$?

And, how can we stand the commutation property?

We propose a new declaration scope for metavariables that we call signature. A signature is a list of metavariable declarations $\Gamma X_i \vdash X_1 : T_{X_1}, \ldots, \Gamma X_n \vdash X_n : T_{X_n}$ that we denote usually by a $\Sigma$ symbol where $\Gamma X$, (for each $1 \leq i \leq n$) is the unique context declaration of the metavariable $X_i$ and $T_{X_i}$ is its type.

A (higher-order) typing judgement has the form $\Sigma \vdash \Gamma \vdash M : A$, where $\Sigma$ is a signature, $\Gamma$ is a context, $M$ is a term and $A$ is a type. Intuitively it means that "the judgement $\Gamma \vdash M : A$ is valid, under the signature $\Sigma$".

Circular typing judgements may be avoided by rules of well formation of signatures, just like in the case of variable declaration. The refinement operation can be defined as ([Muñ96]):

**Definition 3** Let be a metavariable $X$, a signature $\Sigma$, a context $\Gamma$, a type $A$ and the terms $M$ and $T$ such that $\Sigma \vdash \Gamma X \vdash T : A_X$ and $\Sigma \vdash (\Gamma X \vdash X : A_X), \Sigma' \vdash \Gamma \vdash M : A$. By refining the metavariable $X$ with the term $T$ we obtain the judgement $(\Sigma, \Sigma' \vdash \Gamma \vdash M : A)(X \mapsto T)$

And the commutation property that we can prove is:

**Proposition 2** Typing judgements obtained by refinement of valid typing judgements are valid too.
5 Related Works

Metavariables are widely used in very different frameworks. For example, [FD94] presents a proof system, implemented in λProlog, ([Mil91]), that “...supports the construction and manipulation of tree-structured proof that can contain metavariables ...” and [BBKM93] show that the activities of program verification and program synthesis can be unified if metavariables are admitted into proofs. This work is illustrated with an example developed in the Isabelle system ([Pau90]). In both cases, the metavariables are inherited from the implementation languages, that are based in a classical higher-order logical framework.

[Cle92] presents a natural deduction calculus with metavariables in order to propose a proof refinement mechanism. [Mag95] uses metavariables to represent place-holders of incomplete proofs in a proof system based on a constructive type theory. In [DHK95] the metavariables are used as unification variables in a higher-order unification system based on explicit substitutions. In [Bur94] there is a very clear presentation to understand the construction of terms via interactive refinement of proofs, but there are no an explicit usage of places-holders.

In our case, we propose a theoretical support for metavariables, i.e. explicit typing of metavariables (this is the main difference with respect to the approach of [Mag95]) and we are placed in a constructive (intuitionistic) higher-order logical framework (this is the main difference with works in [FD94] and [BBKM93]). We use metavariables to represent incomplete proof terms (in the sense of the Curry-Howard isomorphism) and not unknown propositions as in [Cle92]. We are interested in certain meta-theoretical properties of the proposed calculus as: subject reduction, confluence, strong normalisation, in order to build a theoretically clear system that can be bootstrapped.

6 Conclusions

Place-holders are unknown pieces of terms that allow to represent hypothetical future proofs. A proving process consist in a sequence of refinement steps that replace place-holders in order to build a complete proof.

In an intuitionistic framework, there are at least two families of representations for incomplete proofs: Those that uses an ad hoc data structure, absolutely independent of λ-terms, and those that use the typed λ-calculus. The system Coq ([CCF+95]) is an example of the first family and the system ALF ([AGNvS94]) is an example of the latter one. We remark that both uses λ-calculus to represent (complete) proofs!

A classical λ-calculus gives a very limited mechanism to build proofs. In order to have a flexible and powerful system to represent incomplete proofs and to refine them, we must use an extended typed λ-calculus with explicit substitutions and metavariables. An important invariant over refinements step of incomplete terms is the commutation property with typing rules. Thus we avoid to have inconsistent refinement steps.

For first order and higher-order types theories we propose explicit typing of metavariables. We then introduce the notion of signature that corresponds to a metavariable context declaration; we define for these calculus the refinement operation and the commutation property.

Place-holders and metavariables are widely studied in very different frameworks. Our major contribution to this study is to propose a theoretical handling of this feature in a constructive logic in order to have an isomorphism not only between types and propositions but also between their constructions process.

Direction for future works

We are interested in studying a higher-order constructive calculus with inductive types, explicit substitutions and explicit typing of metavariables, in order to develop a prover system with a flexible mechanism for programming tactics, but also auto-verified and possibly auto-generated, i.e. a boot-strapped system.
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