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Abstract: Reusability is considered to be the key for achieving productivity and quality in software, and much has been claimed about the particular contributions of the object-oriented paradigm towards the achievement of these goals. Frameworks are coarse-grained reuse units, composed of a set of classes specifically designed to be refined and used as a group. In this paper, we discuss the nature of frameworks necessary to build a particular type of systems, namely Decision Support Systems (DSS). DSS are systems intended to improve the effectiveness of decision making, but information technologies can only have a major impact on decision making if techniques allowing the easy and rapid development of DSS are available. Much benefit is expected in terms of easiness and rapidity of development by constructing DSS from domain-oriented reusable components, as well as in terms of quality of DSS in this way developed.

1. Introduction

One of the persistent challenges faced by managers is to comprehend and respond in a timely manner to the opportunities and threats of the market place with decisions that will make the best use of corporate resources. Decision Support Systems (DSS) are computer-based systems intended to improve the effectiveness of decision making, by helping decision-makers use models and data to solve semi-structured to unstructured decision problems [24]. Major problems identified in early DSS designs were: 1) the systems were so time consuming and costly to develop and maintain that they were difficult to adapt to rapid changes in organisation's decision support requirements, and 2) they were too user and problem specific. From these realizations, and aided by rapid advances in information technology, much of DSS research has been oriented towards the investigation of more flexible approaches for the easy and rapid development of DSS.

Despite their differences, most propositions found in the literature aim at the discover of some degree of genericity as the foundation for the flexible and rapid development of DSS. Two major trends can then be identified since late 1970's: DSS generators and Generalized Model Management Systems (MMS). DSS generators, such as spreadsheets, financial modeling languages, MS/OR packages, etc., are implementation tools targeted at reducing the time, cost and effort involved in implementing and maintaining a DSS. The focus on Generalized MMS [5, 9, 17, 19] is rather to extend the scope of DSS, so as to allow the support of multiple problems using a variety of models and data sources, as well as the centralized management of models as an organizational resource. In both approaches, the underlying genericity for DSS development is function-oriented. Whereas DSS generators offer high-level implementation functions, the genericity sought in GMMS is at the level of generic facilities for development, storage, manipulation, control and effective utilization of models as a corporate resource of an organization, in an attempt of evening it up with Database Management Systems (DBMS), which offer the same facilities for data.

The easy and rapid development of computer-based systems is not an exclusive concern of the DSS field. For example, it does not differ from the basic concerns of Software Engineering with regard to the development of applications in general. In that field, reuse is regarded as the key for
improving quality and productivity of software development, with a primary focus on the 
potential contributions of the object-oriented (OO) approach [16]. A framework [8, 25, 21] can 
be regarded as a high-level application or subsystem architecture, consisting of a set of classes that 
are specifically designed to be refined and used as a group. A framework represents a generic 
solution for the development of applications in a specific domain (e.g. graphical editors [15], 
operational systems [7]), which can be customized to meet the particularities of the problem at 
hand. Being more coarse-grained reuse units than individual classes, frameworks are expected to 
promote application component-oriented reuse, by addressing the development of applications as 
the activity of refining and binding pre-defined, plug-compatible components that are truly 
application oriented [21]. The development of specific applications based on the reuse of 
frameworks induces a new application development life-cycle, in which two distinct activities can 
be distinguished [13]: 1) Application Engineering, related to the development of frameworks, and 
2) Application Development, where frameworks are customized to develop specific applications.

The OO paradigm has lately attracted the attention of the DSS research community, but more 
emphasis has been given to the benefits of the unifying characteristics of this paradigm in the 
design of DSS [19, 20, 10, 18]. We have been investigating the potential contributions of the 
domain-oriented genericity underlying OO for the DSS field. The issue of decision problem 
formulation and modeling base on domain-oriented components has been addressed in [1, 2], 
where frameworks were used to represent classes of decision problems (e.g. industrial activity 
planning, capital budgeting), expressed in terms of the prototypical decision elements. This 
approach is intended to decision-makers as a modeling tool, since a framework, regarded as a 
generic decision model for problems of a certain class, can be customized through an instantiation 
process to represent the particular decision problem at hand. Specific models can be constructed 
by selecting, adapting and combining problem-domain concepts. The methodological role played 
by a framework based modeling environment is discussed in [3].

In this paper, we go one step further, considering the development of the DSS that provide 
such modeling capabilities. The approach is this time intended to professionals (i.e. Software 
Engineers, programmers with knowledge on the OO mechanisms) who are to construct DSS 
through the reuse of frameworks. A similar approach is considered in [11] and [4], who 
developed frameworks to build DSS in the limited domain of financial instruments analysis. Their 
experiences confirm that application engineering is a hard task for which presently no consistent 
formal support exists [22], and therefore subject to much empiricism and creativity, and doomed 
to a trial-and-error process [25].

The contribution of this paper is the analysis and description of the different natures of 
frameworks that can be combined for developing DSS, and their organization as a generic OO 
arhitecture. In restricting our concerns to the DSS context, we identified a number of common 
criteria for DSS framework engineering, in particular the nature of generic solutions for classes of 
decision problems, the type of knowledge they embody and how to organize this knowledge, 
aiming at a less hazardous approach for performing the application engineering and application 
development activities in the DSS domain.

The rest of this paper is organized as follows. In Section 2, the striking characteristics of 
target DSS, i.e. the type of DSS that can adequately be developed through the reuse of the 
suggested reusable components, are highlighted. The distinct types of reusable components for 
target DSS are then discussed in Section 3. In Section 4, the application development of DSS is
briefly discussed, and Section 5 draws conclusions.

2. Striking Features of Target DSS

No generic solution can be constructed without a clear understanding of the nature and characteristics of the specific solutions that one wishes to be derived from it. DSS are difficult to define, and many are the sources of disagreements for their definition [23]. A generally agreed upon functional architecture for DSS is the frame of reference proposed by [24], which identifies 3 main functional components, namely the model component (MMS), the data component (DBMS) and the dialogue component. DSS following this functional architecture are referred to as model-oriented DSS.

Acceptance of (model-oriented) DSS by managers as a decision-making supporting tool is still limited. Model formulation is typically performed by experts, and managers often feel reluctance on using models they do not fully understand, and in which development they had little participation. One of the major goals in the DSS research is the provision of modeling environments for users who are not modeling specialists [12]. The reusable components discussed in this paper are targeted at the development of DSS supporting modeling capabilities for non-experts.

The basic idea is that, by using application component-oriented components to construct the modeling capabilities of DSS, the domain concepts represented by those components become also apparent to DSS users (i.e. decision-makers), such that model formulation, from their point of view, becomes the simple process of choosing and applying a set of special-purpose, domain-oriented concepts for describing the decision situation at hand, in a process fully compatible with their profiles, as described in [2]. This and other features of target DSS are further considered below. For illustration purposes, a very simple example of target DSS that could be constructed according to the proposed approach is considered. Figure 1 presents some elements of the modeling facilities of a simplified DSS for capital budgeting decision problems.

a) modeling paradigm: decision-makers should be able to express their specific problems in a conceptual level, directly in terms of decision elements of the problem and independently of resolution and implementation concerns. This is possible if domain-oriented building blocks used to construct the DSS are offered to decision-makers as modeling concepts. Model modeling becomes then the activity of customizing a generic decision model for classes of decision problems, by the instantiation of concepts and binding of those instances [2]. For example, the Capital Budgeting [6] class of problems involves decisions about investments whose returns are expected to extend beyond a year. The lifetime of a project can thus span over several years, and it implies forecasting all incomes and expenditures incurred in this period. The profitability of an investment can be evaluated by a number of criteria, such as the Net Present Value (NPV), Internal Rate of Return, Payback Period, etc. Models for this class of decision problem can be structured and formulated in terms of concepts such as lifetime of the investment project, time-schedules of incomes and expenses, cash flow, profitability criteria, cost of capital, etc. Figures 1.(a,b) show some of those concepts, and Figure 1.(c) depicts the instantiation of an object time by a user.

b) visual representation: domain concepts are given a graphical representation, using familiar presentation structures, such as table, graph, report, chart, etc. It is through this visual representation that users can create and manipulate instances of model concepts. For example, a
tabular form is the most frequent graphical representation for representing Capital Budgeting problems (Figure 1.(a)), with columns representing the concept of time, whereas the rows would represent various concepts such as cash flow, profitability criteria, etc. Instances of those concepts would be created as a result of the creation of columns and rows (Figure 1.(f)). The inherent hierarchical structure among budgetary items, used to describe the incomes and expenditures of an investment project, can be represented using a tree structure. The generic item tree presented in Figure 1.(b) shows to the user the nature of the items that can be specified, and the valid relationships between them. A customized item tree is shown in Figure 1.(d). For instance, the “working cash flow” is the balance between the “results” of the project, and the “taxes” that must be paid.

![Generic Capital Budgeting Table](image-a)

![Generic Item Tree](image-b)

![Create Time Delate Time](image-c)

![TREE: NODE: EDGE](image-d)

![WARNING: OK HELP](image-e)

![TABLE: ROW COLUMN CELL](image-f)

**Figure 1 - Modeling Capabilities of a Simplified Capital Budgeting DSS**

c) **guidelines**: guidelines for model formulation are given by the dialogue component. They should help on the selection of concepts for model formulation, and on the instantiation and combination of instances. Guidelines are also necessary for conducting the execution of models. Two simple examples of guidelines related to modeling facilities are depicted in Figure 1.
1. (c) shows the dialogue that guides users in the definition of the life-time of the project (i.e. instantiation of object \textit{time}). In Figure 1. (e), in an attempt to create a row representing the NPV criterion, the user is warned that the parameter cost of capital must be defined first to keep the consistency of the model.

3. Reusable Components for DSS

3.1. OO Architecture for DSS

Considering the target DSS discussed in the previous section, we propose an OO architecture for DSS divided into 3 parts, namely \textit{semantics}, \textit{presentation} and \textit{guidelines} (Figure 2). This architecture corresponds to the one nowadays adopted for interactive applications, which promotes independence between application semantics and interface [14]. The distinction among the parts in the DSS architecture enabled us to identify different responsibilities to be included in the set of classes representing each part, as follows:

- \textit{Semantics Part}: its classes are used to describe a generic solution targeted at a class of decision problems. Methods are offered to model the decision problem at hand, and to solve it, through questions and solving procedures.

- \textit{Presentation Part}: its classes are used to describe how general-purpose representation structures, such as table, graph, etc., can be adapted to become the visual presentation for the concepts captured in the semantics part. Methods are offered to deal with the conceptual meaning of the presentation structure, and with its graphical behavior.

- \textit{Guidelines Part}: its classes capture all conversational aspects of the interface, defining the interaction scenarios for modeling and execution activities.

This distinction led to the identification of distinct \textit{natures} of frameworks potentially reusable in the development of DSS, and the role they play in a DSS. In other words, our architecture
could be thought as a higher-level framework for target DSS construction, composed of lower-level framework types and guidelines to combine them. A framework acts as a "specialized methodology", streamlining the application development activity by fixing in advance as many choices as possible [21], and this is done with regard to DSS by detailing the nature and characteristics of the different building blocks that can be used in its construction, and their relationship for systematic combination. The identified framework types are depicted in Figure 2, and they further discussed in the remaining of this section.

3.2. Reusable Components for the Semantics Part

3.2.1. Decision Models and Model Modeling

Decision model is a semantically overloaded term, where the different interpretations reflects views at different levels ranging from user-oriented to execution-oriented [19]. For our purposes, a decision model is the representation, according to some notation, of the elements characterizing a decision problem, in order to seek, analyze and evaluate possible solutions. As any model, a decision model is always an incomplete and approximate representation of the reality, and as such, it constitutes a particular approach for addressing the original decision problem, and can be expressed according to successive levels of abstraction. By analogy with the Software Engineering field, we regard the expression of a decision model according to three main abstraction levels, namely specification, design, and implementation, as depicted in Figure 3. The former is concerned with the problem space, whereas the latter two deal with the solution space.

![Decision Model: Abstraction Levels](image)

Figure 3 - Decision Model: Abstraction Levels

The solution space in the DSS field concerns the choice of a method or technique for solving the problem. Among the dominant resolution methods and technologies, we can mention mathematical programming, spreadsheet capabilities, simulation, etc. Each resolution technique presupposes a particular modeling paradigm, consisting of a set of specific concepts and relationships according to which a decision problem has to be structured. For instance, if a decision model is formulated as a linear program, then model modeling consists in identifying the decision variables and coefficients, and structuring them as a linear objective function and a set of linear constraints. At design level, one can abstract from a number of details, such as the choice of algorithms, and the idiosyncrasies of particular languages available in tools that can be used for implementation. Instead, one focuses on the structuring of a decision problem according to the modeling paradigm underlying the resolution method chosen.

The problem space in DSS consists in characterizing the decision situation, independently of the technique to solve it. One of the many ways to approach a decision problem at specification level, is to make use of an existing theory addressing that class of decision problems, such as those theories derived from Economics or Financial Management fields, or set of common practices, in this paper referred to as domain theory. If a domain theory is used, its underlying concepts and relationships can guide the identification of the elements in the decision problem that...
can be used to analyze and evaluate it, and the structuring of these elements in a decision model. For instance, the application of the capital budgeting domain theory to specify an investment problem involves the characterization of an investment project by its lifetime and cash flow, the selection of relevant profitability criteria, etc.

Two different natures of frameworks for developing the semantics part of a DSS were identified, namely the decision situation framework and resolution model framework, depicted in Figure 2 and further described below.

3.2.3. Decision Situation Framework

A decision situation framework provides a generic model formulation paradigm targeted at a particular class of decision problems, according to which specific problems of that class can be specified, independently of how they can be solved. A decision situation framework is thus a set of interacting classes that represent domain-oriented, specific-purpose modeling concepts derived from a domain theory. Specific decision problems can be specified by creating instances of those concepts.

To act as a model formulation paradigm, a decision situation framework has to capture not only the concepts and relationships underlying a domain theory, but more importantly, the generic aspects of its application to represent a particular problem. However, the application of a domain theory to specify a decision model is by no means a deterministic process. It may be affected in various degrees by ill-structure of decision problems in general, the particular characteristics of the decision problem at hand, as well as by the particular view a decision-maker might have of the problem. Being the number of possible transpositions of a domain theory for modeling a particular problem very large, possibly and most probably even infinite, it is virtually impossible to capture them all. Therefore, the genericity of a decision situation framework with regard to a class of decision problems relies on the invariants that can be identified in modeling decision problems of that class with the concepts and relationships underlying a domain theory.

In representing these modeling invariants, the classes composing a decision situation framework are abstractions that either:
- capture concepts and relationships as they appear in the domain theory;
- factor out common characteristics of a set of concepts for representing higher-level abstractions;
- are specifically added for structuring purposes, or to allow more flexibility in the model modeling process.

The accompanying methods enable to create, update and destroy instances, as well as to retrieve information associated to instances. Methods also exist to define typical questions one would like to pose for problems of that class. Typical questions for the capital budgeting class of problems would be, for instance, “calculate NPV”, “maximize NPV”, etc. Most methods defined for questions will be abstract [8], since decision situation frameworks are independent of resolution model frameworks. Indeed, different resolution techniques can be applied to the same problem specification, and decision situation and resolution model frameworks are only assembled in the development of specific DSS, as discussed in Section 4.

For illustration purposes, a very limited aspect of the capital budgeting problem is considered: the profitability evaluation of a single investment project by the criterion Net Present Value (NPV). The following elements characterizing an investment project serve as parameters for this
evaluation:
- the lifetime of the project: N;
- the time-schedule of incomes: \( I = (I_0, I_1, \ldots, I_N) \);
- the time-schedule of expenses: \( E = (E_0, E_1, \ldots, E_N) \);
- the time-schedule of investments: \( V = (V_0, V_1, \ldots, V_N) \);
- the net cash flow time-schedule: \( CF = (I_0 - E_0 - V_0, I_1 - E_1 - V_1, \ldots, I_N - E_N - V_N) \);
- the cost of capital: \( c \)

The profitability criterion NPV is defined by Formula 1. The investment is considered profitable if \( NPV > 0 \).

\[
NPV = \sum_{t=0}^{N} \frac{CF_t}{(1+c)^t} \quad (1)
\]

An investment project is not necessarily formulated as concisely as suggested above. The main issue is to characterize the cash flow of the investment project, i.e. the in-out flow of money. This implies identifying all sources of expenditures for implementing the project, as well as the source of all incomes and expenses implied by the project over its lifetime, and distributing them over the entire lifetime of the project. The cash flow of an investment project is actually described by a number of time-schedules representing the elementary incomes, expenses and investments. Additionally, for problem structuring purposes, one can specify as well a number of intermediate time-schedules, representing either intermediate balances between incomes and expenses, or aggregated forms (i.e. totals) of incomes, investments and expenses. In other words, the cash flow of an investment project can be characterized by the successive aggregation of time-schedules. This is just one among the many invariants that can be identified in the specification of investment decision problems.

Figure 4 presents a simplified decision situation framework addressing the capital budgeting class of problems. Due to space limitations, the picture depicts only a few structural relationships between the main classes of the framework.

---

**Figure 4 - Simplified Investment Project Analysis Framework**

*Item* is a class factoring out the commonalities between the concepts of income, expense, investment and balance, which are regarded as the attribute *nature* of *Item*. Items are arranged in a multilevel *Item Hierarchy*, i.e. an item can be an aggregation of items, themselves aggregated or not. The root of the hierarchy is the item representing the net cash flow of the project. A number of constraints are specified for this hierarchical structure (Figure 1.(b)).

A *Time-Schedule* relates an item with the concept of *Time*. It is characterized by an expression defining the forecasting of values for the lifetime of the project. If the related item is an aggregation of other items, it is possible to deduce that the time-schedule is characterized by an algebraic expression based on sum/subtraction of other time-schedules, i.e. those related to the items aggregated. For example, for \( t=0..N \), Production Costs\(_t\) = Fixed Costs\(_t\) + Variable Costs\(_t\).
NPV is one among many profitability criteria, and it is related to its arguments, from which an algebraic expression can also be automatically deduced, according to Formula 1.

3.2.4. Resolution Model Framework

A resolution model framework captures on the one hand the generic modeling paradigm underlying a particular resolution technique, and on the other, the algorithmic details of that technique. In capturing the modeling paradigm, the set of classes composing a resolution model framework captures the essential concepts, relationships and assumptions necessary to the formulation of a decision model in the solution space. Besides the modeling paradigm, it also contain methods that either implement the algorithms for execution, sensitivity analysis and optimization of models [5], or interface with implementation functions of DSS generators/tools. The second alternative is based on the pragmatic observation that target implementation tools for widely used resolution techniques are already available in the market (spreadsheet, MS/OR and statistical packages, etc). According to the solution adopted, the framework may contain additional classes for representing data structures necessary to apply the resolution algorithms, as well as transformation procedures [9]. For example, to solve a linear program, it must be transformed from a set of algebraic expressions (model formulation paradigm) to a matrix that contains only the coefficients of the decision variables.

A simplified example of a resolution model framework is depicted in Figure 5. The resolution model framework is called DAM (Descriptive Algebraic Model), and it is essentially based on the specification of directed causal relationships among variables. It assumes a resolution technique where the values assigned to variables are either explicitly given, or deduced by the application of the relationships, thus similar to the resolution technique underlying spreadsheets. Again, Figure 5 shows only main structural relationships between these classes. The accompanying methods enable to create, update, retrieve and destroy instances, as well as solve methods for executing the model.

As a first approximation, a DAM can be thought of as a set of variables, where each variable is characterized by an evaluation expression (algebraic expression or input expression), defining how values are assigned to the variable. Two other main concepts complete the framework, namely variable type and dimension. Every variable is derived from a variable type, and it is further classified as simple variable or dimensioned variable, according to whether it is associated to dimension(s). Whereas a simple variable is an abstraction for a single value, a dimensioned variable is an abstraction for a set or sequence of values. For example, given variable type "sales", and dimension "product", it is possible to define the dimensioned variable “sales\_product” (the sales per product) and the simple variable “sales” (the total sales of products).

![Image of DAM Resolution Model Framework](image-url)
3.3. Reusable Components for the Presentation Part

The main goal of the presentation part is to extract from the semantics part those concepts that are relevant for the specification and execution of decision problems of a given class, providing DSS users with a coherent and homogenous view of models, compatible with their cognitive world. This work is based on the premise that there is a number of known general-purpose presentation structures with which decision-makers feel familiar, and that can be conveniently adapted and used as the visual presentation of a variety of decision problems. A table, for instance, could conveniently represent a budgetary problem, a capital budgeting problem, a forecasting problem, etc. Among the presentation structures familiar to decision-makers, we can mention tables, forms, hierarchical structures, graphs, (textual) algebraic formulae, etc. Frameworks describing general-purpose representation structures are referred to as presentation structure frameworks.

General-purpose presentation structures can be characterized by a number of concepts, relationships, and behavior, independently of the particular use that can be made of them. These determine, on the one hand, the underlying basic visual properties of the structure and, on the other hand, how it can be manipulated. For example, a table is composed of a set of interacting rows and columns, and it is manipulated by the insertion/removal/update of rows and columns. The static and dynamic properties defined for the classes of presentation structure frameworks manipulate either the semantics of the presentation (i.e. its underlying concepts), or its visual properties (e.g. size, display). Figure 6 depicts the structural relationships between the classes of the Table framework. Methods include, besides the creation, update and deletion, graphical behavior, such as move (row, column), display, erase, etc.

![Table Framework](image)

Figure 6 - Table Framework

3.4. Reusable Components for the Guidelines Part

The guidelines part captures all conversational aspects of the interface, defining the interaction scenarios for model formulation and execution. The domain of human-machine interface is one of the most fruitful ones in terms of generic reusable components available for its development. This genericity ranges from fine-grained (or low-level) reusable units, such as the ones offered by toolkits and user-interface classes (e.g. windows, dialogue boxes, buttons) available in the class library of OOPLs, to more coarse-grained user-interface development systems. Any of them is suitable for guidelines part development, given that it requires reusable components for dialogue development.

4. Assemblage of Frameworks for DSS Development

So far, we followed a mental process of decomposition to isolate frameworks at different levels of abstraction, and with different roles, based on a clear definition of target DSS. Application development is the complementary composition process, where those reusable components will be refined and put together to develop specific DSS. Typically, application development involves [25]: 1) defining any new classes that are needed, most often by the specialization of the classes of the framework, and 2) configuring applications by creating objects
of those classes and connecting them together, so as to define the global behavior of the application. We use the term *assemblage* just to highlight the fact that in the DSS context, those classes come from distinct framework types.

In the semantics part, the assemblage can comprise three aspects: assemblage of distinct decision situation frameworks, assemblage of distinct resolution frameworks, and assemblage of decision situation framework(s) with resolution model framework(s). The goal of the first kind of assemblage is to enlarge the boundaries of the selected domain, by integrating related sub-problems. For instance, a capital budgeting DSS could address the following set of interrelated problems: analysis of individual investment projects, selection of alternative investment projects under capital constraints, cost of capital estimation, and selection of sources of financing, each of them represented as a framework, and potentially reusable. The purpose of the assemblage of resolution model frameworks is the same: to integrate more resolution paradigms to cope with the needs of decision situation frameworks in terms of questions resolution. The third kind of assemblage is due to the fact that a decision situation framework must be always assembled with at least a resolution model framework, so as to ensure that formulated models can be analyzed (i.e. executed). The objective is to capture the correspondence between decision concepts and their “equivalent” representation in terms of resolution concepts, as well as to automate the transition from one to another. Figure 7 illustrates some correspondences between the Investment Project Analysis framework (Figure 4) and the DAM framework (Figure 5). The basic idea is that when an instance of a decision concept is created, it triggers the creation of the corresponding instance at the resolution level. This triggering relationship is represented by the black triangles depicted in Figure 2. Likewise, the questions formulated at the highest level need to be related to the methods that actually trigger execution procedures at resolution model level. For example, “calculate NPV” can be solved by triggering the method “calculate” defined for Variable class in the DAM framework.

![Correspondence Between Decision and Resolution Concepts](image)

As already mentioned, decision models are given a visual presentation, and it is through this visual representation that users can manipulate (formulate and execute) models. According to the characteristics of the class of problems addressed and cognitive studies, one or more presentation structures are selected to constitute its visual presentation. The presentation structure framework(s) will be *assembled* with the frameworks composing the semantics part of the DSS to associate a meaning to the components of a general-purpose presentation structure. For example, in a table there are rows and columns. In a Capital Budgeting Table there are cash flow rows, criterion rows, time columns, etc. The basic idea is that the users create instances of modeling concepts through the visual, concrete presentation given to them. For instance, the creation of a *Time-Column* instance triggers the creation of an instance of the *Time* class.

Finally, the dialogue for the formulation and execution scenarios are developed, using the user-interface reusable components. It should be clear that any new classes that are needed to
implement additional features (to the DSS semantics or interface) not foreseen by the frameworks can be added at will.

5. Conclusions

In this paper, we discussed an OO approach for the easy and rapid development of DSS, based on the reuse of frameworks of distinct types. The definition of striking characteristics for target DSS, the clear interpretation given for the semantically overloaded term decision model, and the definition of an OO architecture, enabled the discovery of distinct natures of reusable components: decision situation frameworks, resolution model frameworks, presentation structure frameworks and user interface development frameworks. Each type of framework was characterized and exemplified, and their assemblage to develop specific DSS was discussed. This approach can be regarded as a higher-level framework, composed of lower-level frameworks (i.e., the distinct framework types identified) and guidelines to use those frameworks for developing specific DSS.

A prototype DSS for the Capital Budgeting problem is currently under implementation at the Pontifícia Universidade Católica do Rio Grande do Sul, Brazil. This prototype, implemented using the language C++, is being developed by the assemblage of frameworks, among them the frameworks briefly discussed in this paper.

We claim that benefits exists not only for DSS developers, but also for users of resulting DSS. Indeed, it was pointed out that the main goal of target DSS is to support model formulation performed by non-experts, which is a crucial problem that must be overcome if model-oriented DSS are to be more widely accepted. The recommended strategy is to make apparent to DSS users, in the form of available modeling concepts, the same domain-oriented building blocks used for developing the DSS. In that way, also from a user point of view, models are formulated by the customization of generic solutions, in terms of prototypical decision elements of a given class of problems [2].

The suggested approach is limited to the formulation of models for those classes of problems for which there exists at least one well-accepted and well-formed domain theory. The discovery of modeling invariants is the main creative task in the development of frameworks, and certainly the most difficult one. Indeed, due to the ill-defined structure of decision problems, the generic solutions should cope with a variety of contexts and different points of view. The generality of the invariants captured are the determinant factor for the success of a decision situation framework. We believe that the approach is more suitable for the formulation of analysis models, used to assess and refine problems already identified in early stages of the decision-making process. It should be noticed that the other framework types should present no major problems for their engineering, given that they are based on stable and widely accepted knowledge.

Future research topics include the investigation of techniques, models and tools to better support the generic model formulation activity, particularly techniques easing the extraction of knowledge from selected domains. A repository for frameworks storage, location and retrieval is also necessary. Other research topics are the extension of the proposed approach as an aid in the formulation of non-quantitative models, and the investigation of additional DSS features that could be supported with the proposed approach.
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