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Abstract

The Longest (s-t)-path Problem, a known NP-complete set, is shown to admit a linear time solution when the instances of the problem are restricted to partial k-trees. This class of graphs is defined and some of the properties of partial k-trees, those needed for our algorithm are proved.
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1 Introduction

The Longest (s-T)-Path Problem is a known NP-complete problem. Ellis et al. showed a linear time solution for it when the instances of the problem are restricted to outerplanar graphs [EMMM89]. Table 1 indicates that outerplanar graphs are partial 2-trees. My equivalently, outerplanar graphs have treewidth bounded by 2, since a graph $G$ is a partial $k$-tree if and only if $G$ has treewidth bounded by $k$ [vL90]. In this paper, we show that the Longest (s-t)-Path Problem admits a linear time solution even when the instances are relaxed to partial $k$-trees, for any fixed value of $k$.

We start by defining the class of $k$-trees, partial $k$-trees and describing some relationships between $k$-trees and other classes of graphs. The class of $k$-trees is a generalisation of the class of trees, which are themselves 1-trees. In general, a $k$-tree is built from the complete graph on $k$ vertices by repeated addition of vertices, each connected with $k$ edges to a complete subgraph on $k$ vertices. A partial $k$-tree is a $k$-tree from which some edges have been deleted.

It has been shown that deciding whether a graph $G$ is a partial $k$-tree, given $G$ and $k$ as the input, is NP-complete [ACP87]. Additionally, they show that for a fixed $k$, testing whether a graph $G$ is a partial $k$-tree can be done in polynomial time. Their algorithm outputs the 'k-tree reduction of $G$'. It follows from the theory developed by Robertson and Seymour that there exists an algorithm with time complexity in $O(n^2)$ for testing membership in the family of partial $k$-trees for any fixed $k$ [FL]. An algorithm with this time complexity has been announced [Bod88].

Every graph is a partial $k$-tree for some $k$. So, for those NP-complete problems that have polynomial time solutions, when restricted to partial $k$-trees, for some fixed $k$, either the constants involved are exponential in $k$ or the algorithms are not polynomially uniform. If those constants were bounded by a polynomial in $k$ and the algorithms were polynomially uniform, then $NP = P$, which is unlikely.

Some authors have suggested that the minimum $k$ for which a graph $G$ is a partial $k$-tree, $k(G)$, is a 'good' measure of the algorithmic properties of the members of the family of such graphs [AP]. However, one notes that there are NP-complete problems that have computationally easy solutions when restricted to families that do not have bounded $k(G)$, for instance the Chromatic Number Problem restricted to cographs [AP], and that there are problems that remain NP-complete even for 1-trees, for instance the Bandwidth Minimization Problem [Mon86]. The class of partial $k$-trees is rich. Table 1 from [Bod86], [vL90] and [EMMM] shows the relationship between some well known families of graphs with families of partial $k$-trees, for some fixed $k$.

2 The Class of $k$-trees

In this section we define partial $k$-trees, tree decomposition and related concepts. In what follows $k$ is always a positive integer, and graphs are always finite.
Table 1: Classes of Graphs and Maximum \( k(G) \) for Graphs in the Class

<table>
<thead>
<tr>
<th>Class of graphs</th>
<th>Upper-bound for ( k(G) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((k,2))-partite graphs</td>
<td>(2k - 1)</td>
</tr>
<tr>
<td>Forests</td>
<td>1</td>
</tr>
<tr>
<td>Almost trees with parameter ( k )</td>
<td>(k + 1)</td>
</tr>
<tr>
<td>Graphs with bandwidth ( \leq k )</td>
<td>(k)</td>
</tr>
<tr>
<td>Graphs with cyclic bandwidth ( \leq k )</td>
<td>(2k)</td>
</tr>
<tr>
<td>Graphs with cutwidth ( \leq k )</td>
<td>(k)</td>
</tr>
<tr>
<td>Series-parallel graphs</td>
<td>2</td>
</tr>
<tr>
<td>Outerplanar graphs</td>
<td>2</td>
</tr>
<tr>
<td>Halin graphs</td>
<td>3</td>
</tr>
<tr>
<td>(k)-outerplanar graphs</td>
<td>(3k - 1)</td>
</tr>
<tr>
<td>Chordal graphs with max. clique size ( k )</td>
<td>(k - 1)</td>
</tr>
<tr>
<td>Undirected path graphs with max. clique size ( k )</td>
<td>(k - 1)</td>
</tr>
<tr>
<td>Directed path graphs with max clique size ( k )</td>
<td>(k - 1)</td>
</tr>
<tr>
<td>Interval graphs with max. clique size ( k )</td>
<td>(k - 1)</td>
</tr>
<tr>
<td>Proper interval graphs with max. clique size ( k )</td>
<td>(k - 1)</td>
</tr>
<tr>
<td>Circular arc graphs with max clique size ( k )</td>
<td>(2k - 1)</td>
</tr>
<tr>
<td>Proper circular arc graphs with max. clique size ( k )</td>
<td>(2k - 2)</td>
</tr>
<tr>
<td>(k)-bounded tree-partite graphs</td>
<td>(2k - 1)</td>
</tr>
</tbody>
</table>

Definition 1 Let \( G = (V, E) \) be a graph. A set \( K \subseteq V \), where \(|K| = k\), is a \(k\)-clique if \( K \) induces a complete graph.

We give two equivalent definitions of \( k\)-trees, of which the second is usually the most convenient for our purposes.

Definition 2 A \( k\)-tree is:

- a complete graph on \( k \) vertices or
- the graph \((V \cup \{v\}, E \cup \{\{u_1, v\}, \ldots, \{u_k, v\}\})\) obtained from a \(k\)-tree \( T = (V, E) \), where \( \{u_1, \ldots, u_k\} \subseteq V \), is a \(k\)-clique in \( T \) and \( v \notin V \).
- \(k\)-trees are the graphs obtained by application of the previous two rules only.

We denote the open neighbourhood of a vertex \( v \); i.e., the set of vertices adjacent to \( v \), by \( \text{adj}(v) \). The closed neighbourhood of a vertex \( v \) is \( \text{adj}(v) \cup \{v\} \).

Definition 3 A graph \( T = (V, E) \) is a \( k\)-tree if:

- \( V \) is a \( k\)-clique or
- there exists \( v \in V \) such that \( \text{degree}(v) = k \), \( \text{adj}(v) \) induces a \( k\)-clique and \( T' = (V \setminus \{v\}, E \setminus \{\{x, v\} | \{x, v\} \in E\}) \) is a \( k\)-tree.

The process given in Figure 1 shows the construction of a \( k\)-tree according to Definition 2. Given the last graph in the sequence, it can be shown, using Definition 3, that it is a \( k\)-tree by reversing the steps shown in the sequence.

The characterization of \( k\)-trees given in Definition 3 can be used to define a reduction process, since it follows from Definition 3 that a graph \( T \) is a \( k\)-tree if its vertices can be removed in rounds, where a vertex can be removed at a given round if it has degree \( k \) and it is connected to a \( k\)-clique, until a complete graph on \( k \) vertices remains [AP86]. This remaining \( k\)-clique is called the root of the \( k\)-tree, which we denote \( \text{root}(T) \). The vertices eligible for removal at each round are \( k\)-leaves of intermediate \( k\)-trees. This reduction defines a precedence relation between \( k\)-cliques and vertices. These concepts are formalized in the following definitions.

The following definition is based on the characterization of chordal graphs and given by Rose, Tarjan, Leuber and Yannakakis referenced in [NNS87].

Definition 4 Let \( G \) be a graph. A vertex \( v \in V \) is simplicial if its closed neighbourhood is a complete graph.

The following definition of reduction is from [MM89].

Definition 5 A reduction of a \( k\)-tree \( T = (V, E) \), where \(|V| = n + 1\), is a partial sequence
versions appear should indicate without ambiguity in the graph induced by \( \{ r_i, \ldots, r_n \} \), and its closed neighbourhood has cardinality \( k+1 \).

See Figure 1 for an example of a reduction of a 3-tree. Notice that in a \( k \)-tree \( T \), any vertex of degree \( k \), i.e., \( k \)-leaf, has a \( k \)-clique as its open neighbourhood, and that the \( k \)-clique corresponding to the open neighbourhood of \( r_m \) is the root of \( T \).

Given a particular reduction we can define partial orderings on the vertices with respect to the \( k \)-cliques in \( T \), so that \( k \)-leaves have no descendants and every vertex not in the root of \( T \) is a descendant of the root.

Below we define one such ordering.

**Definition 6** Let \( T = (V, E) \) be a \( k \)-tree, \( r_0, \ldots, r_m \) be a reduction of \( T \) and \( |V| = n+1 \). A vertex \( r_i \), where \( 0 \leq i \leq m \), is a descendant of a \( k \)-clique \( K \) if \( r_i \notin K \) and \( r_i \), in the graph induced by \( \{ r_i, \ldots, r_n \} \), has open neighbourhood \( K \) or its open neighbourhood is \( K' \) and all the vertices in \( K' \) not in \( K \) are descendants of \( K \).

**Definition 7** Given a \( k \)-tree \( T \) and a reduction \( R \), we say that \( T \) is ordered according to the ordering given in Definition 6.

We are interested in the wider class of partial \( k \)-trees. We define this class below.

**Definition 8** A partial \( k \)-tree of a \( k \)-tree \( T = (V, E) \) is a graph \( G = (V, E') \) where \( E' \subseteq E \); i.e., \( G \) is obtained from a \( k \)-tree by deleting some of its edges.

It is clear that if we are given a \( k \)-tree \( T \) of which \( G \) is a partial \( k \)-tree, then we can find, in linear time, a reduction for \( G \). This reduction corresponds to the sequence obtained from deleting \( k \)-leaves from \( T \) until what remains is a \( k \)-clique. Likewise, if we have a partial \( k \)-tree \( G \) and a reduction for it, we can find, in linear time, a \( k \)-tree of which \( G \) is a partial \( k \)-tree. Notice that this \( k \)-tree is not necessarily unique. We can also transfer the ordering of the \( k \)-tree \( T \) to the partial \( k \)-tree \( G \) in the natural way.

**Definition 9** Let \( K \) be a \( k \)-clique in the \( k \)-tree \( T \) and \( R \) a reduction of \( T \). The connected components induced by the descendants of \( K \), desc(\( K \)), are the branches on \( K \), and \( K \) is the base of a branch on \( K \).

We will use the notation \( r \in R \), where \( R \) is a sequence, to refer to the fact that \( r \) is an element of the sequence \( R \). The context in which such expressions appear should indicate without ambiguity its meaning.

**Definition 10** Let \( T \) be a \( k \)-tree, \( R = r_0, \ldots, r_m \) be a reduction of it and \( |V| = n+1 \). For all \( r_i \in R \):

- \( K(r_i) \) or simply \( K \), when \( r_i \) is understood, denotes the open neighbourhood of \( r_i \) in the graph induced by \( \{ r_i, \ldots, r_n \} \),
- \( K'(r_i) \) is the closed neighbourhood of \( r_i \), i.e., \( K(r_i) \cup \{ r_i \} \),
- \( K_u = K' - \{ u \} \), for all \( u \in K' \) and
- \( B(K(r_i)) \) is the set of vertices \( u \) descendants of \( K(r_i) \) such that \( u = v_j \in R \) and \( j < i \).

Notice that \( K' \) induces a \( k+1 \)-clique; i.e., \( k+1 \)-overlapping \( k \)-cliques. The \( k \)-clique \( K(r_i) \) is a node separator in \( T \) and no node separator of \( T \) has cardinality greater than \( k \). Recall that a set of vertices \( K \) is a \( u \)-node separator, where \( u, v \in V(T) \setminus K \), if every \( (u-v) \)-path in \( T \) contains at least one vertex in \( K \).

We show two properties of partial \( k \)-trees relevant to the arguments for the correctness of our algorithm.

**Lemma 1** Let \( K \) be a \( k \)-clique in a \( k \)-tree \( T \). The graph \( T' \) induced by \( K \cup V(C_i) \cup \ldots \cup V(C_j) \), where \( C_i, \ldots, C_j \) are branches on \( K \), is a \( k \)-tree.

**Proof.** Follows immediately from Definitions 3, 6 and 9.

**Lemma 2** If a \( k \)-clique \( K \) is a node separator in a \( k \)-tree \( T \), \( R = r_0, \ldots, r_m \) is a reduction of \( T \), and \( w \) is a descendant of \( K \) such that \( K = K(w) \), then for all \( u, v \in K'(w) \), desc(\( K' \cap desc(K') = \emptyset \), where \( u \neq v \), i.e., descendants of the \( k+1 \)-cliques in \( K' \) are pairwise disjoint.

**Proof.** See [EMM89].

## 3 The Longest \((s-t)\)-Path Problem

In this section we show that, for fixed \( k \), the LONGEST \((s-T)\)-PATH PROBLEM admits a linear time solution when the input is restricted to partial \( k \)-trees, together with their corresponding reductions.

The LONGEST \((s-t)\)-PATH PROBLEM \((LP)\) is a basic \( NP \)-complete problem [GJ79]. It remains \( NP \)-complete even when the length of the edges is 1 [GJ79]. The \( LP \) problem is defined below.
THE LONGEST (s-T)-PATH PROBLEM (LP)

Instance: Graph \( G = (V, E) \), for all \( e \in E \), lengths \( l(e) \in \mathbb{Z}^+ \), a length \( L \), and specified vertices \( s, t \in V \).

Question: Is there a simple path in \( G \) from \( s \) to \( t \) of length \( L \) or more; i.e., whose edge lengths sum to at least \( L \)?

A set \( P \subseteq V \) is a simple path in the graph \( G \) if and only if \( |P| \leq 1 \) or \( P = \{p_1, \ldots, p_l\} \), where for all \( i, j \in \{1, \ldots, l\} \), \( p_i \neq p_j \), whenever \( i \neq j \), and there are edges \( \{p_i, p_{i+1}\} \), where \( 1 \leq i < l \).

The notation that will be adopted, unless it is explicitly said otherwise is:

- \( R = r_0, \ldots, r_m \) is a reduction of \( T \),
- for all \( k \)-cliques \( K \) in \( T \), \( \text{desc}(K) \) denote the descendants of \( K \) with respect to a reduction \( R \).
- if \( P \) is a path, \( \text{end}(P) \) is the set containing its endpoints.

Definition 11 Given an ordered \( k \)-tree \( T \) and its reduction \( R \), two simple paths \( P \) and \( P' \) are disjoint with respect to a \( k \)-clique \( K \), if they don't have any nodes in common in the graph induced by \( \text{desc}(K) \).

Notice that two disjoint simple paths (dsp) with respect to a \( k \)-clique \( K \) may share nodes in \( K \).

An inductive argument shows that if \( P = \{v_1, \ldots, v_l\} \) is an \((s-t)\)-path of maximum length in the partial \( k \)-tree \( G \), there is at least a node \( r \) in the reduction of \( G \) such that \( \text{desc}(K(r)) \cap \{v_1, \ldots, v_l\} \neq \emptyset \) and \( P \) includes at least one node in \( K'(r) \), or path \( P \) is fully contained in the root of \( T \).

The following lemma shows that \((s-t)\)-paths have optimal substructure.

Lemma 3 Let \( r \) be in a reduction of a partial \( k \)-tree \( G \), and \( P = \{v_1, \ldots, v_l\} \) be an \((s-t)\)-path of maximum length in the partial \( k \)-tree \( G \), not fully contained in root(\( T \)), and including nodes in \( K'(r) \) and in \( \text{desc}(K(r)) \).

- If \( P \) includes nodes in \( K(r) \), let paths \( \{P_1, \ldots, P_m\} \) be the set of maximal subpaths of \( P \) contained in the graph induced by \( \text{desc}(K) \cup K \) with no nodes in \( K \) except at least one of their endpoints, or
- if \( P \) does not include any nodes of \( K(r) \), but includes \( r \), let path \( P \) consist of disjoint path segments \( \{v_1, \ldots, v_{m-1}, r\} \) and \( \{r, v_{m+1}, \ldots, v_l\} \), for some \( 1 \leq m \leq l \), belonging to graphs induced by \( \text{desc}(K^u) \cup K^u \) and \( \text{desc}(K^v) \cup K^v \), respectively, for some \( u, v \in K \).

Path segments \( \{P_1, \ldots, P_m\} \) have maximum accumulated length among all sets of dsp in graph \( K \cup \text{desc}(K) \), or the two path segments \( \{v_1, \ldots, v_{m-1}, r\} \) and
and \( \{r, v_{m+1}, \ldots, v_l\} \) have maximum accumulated length among all path segments in the graph \( \text{desc}(K_u) \cup K_v \cup \text{desc}(K^v) \cup K^v \) having the same endpoints.

**Proof.** If the path segments don't have maximum accumulated length among all the sets of dsp in their respective subgraphs having the same endpoints, then by replacing a set of dsp having the same points and greater accumulated length, it is possible to build another \((s-t)\)-path of length greater that that of \(P\). This contradicts the hypothesis concerning the maximality of \(P\). So, the Lemma holds.

Lemma 3 asserts that the LP Problem exhibits optimal substructure [CLR91]. Using this fact we will use a dynamic programming approach to solve the problem.

**Definition 12** Given an ordered \(k\)-tree \(T\) and two distinguished nodes \(s\) and \(t\), the set \(P(K(r))\), where \(r\) is in the reduction of \(T\), includes all sets of disjoint simple paths (dsp) with respect to \(k\)-clique \(K\) in the graph induced by \(K \cup B(K(r))\), where paths in each set of dsp:

- do not induce cycles, and
- do not include any nodes in \(K\), but possibly their endpoints, of which at least one must be in \(K\), and
- if they have only one endpoint in \(K\), then their other endpoint is in \(\{s, t\}\), and
- if they share endpoints, they share at most one, the shared endpoint is in \(K\) and is not \(s\) nor \(t\), and it is shared by at most two paths.

Notice that a longest \((s-t)\)-path fully contained in root(\(T\)) is not in any set member of \(P(K)\), for any \(k\)-clique \(K\), for all \(k > 2\).

For each set of dsp, it will be sufficient for our purpose to keep track of the endpoints of each of its simple paths. So, for each set of dsp \(\{P_1, \ldots, P_m\} \in P(K)\), define \(\{\hat{P}_1, \ldots, \hat{P}_m\}\), where \(\hat{P}_i = [X_i, Z_i]\), for all \(i \in \{1, \ldots, m\}\), such that

\[
X_i = \text{end}(P_i) \cap K,
\]
and
\[
Z_i = \text{end}(P_i) \cap \{s, t\}.
\]

Clearly, there may be more than one set of dsp yielding the same set of \(\hat{P}_i\)'s, i.e., including nodes of \(K \cup \{s, t\}\) in the 'same manner'. For our purpose, it suffices to keep track of the set of dsp whose accumulated length is maximum, since solutions to the problem have optimal substructure. We formalise these concepts below.

**Definition 13** We say that two elements of \(P(K)\), for any particular \(K\), say \(\{P'_1, \ldots, P'_m\}\) and \(\{P_1, \ldots, P_m\}\), use the nodes of \(K\) in the same manner if and only if for all \(i \in \{1, \ldots, m\}\)

\[
\hat{P}_i' = \hat{P}_i.
\]

Note that same manner is an equivalence relation. An equivalence class containing \(\{P_1, \ldots, P_m\}\) can be represented (indexed) by the set \(\{\hat{P}_1, \ldots, \hat{P}_m\}\); i.e., the index \(\{\hat{P}_1, \ldots, \hat{P}_m\}\), represents all the sets of dsp in \(P(K)\), with the same cardinality, and having identical endpoints.

**Lemma 4** Let \(r\) be in a reduction of a partial \(k\)-tree \(G\), and \(P = \{v_1, \ldots, v_l\}\) be an \((s-t)\)-path of maximum length in the partial \(k\)-tree \(G\), not fully included in root(\(T\)), and including nodes in \(K'(r)\), and desc(\(K(r)\)).

- If \(P\) includes nodes in \(K(r)\), let paths \(\{P_1, \ldots, P_m\}\) be the set of maximal subpaths of \(P\) contained in the graph induced by desc(\(K) \cup K\) with no nodes in \(K\) except at least one of their endpoints, or
- if \(P\) does not include any nodes of \(K(r)\), but includes \(r\), let path \(P\) consist of disjoint path segments \(\{v_1, \ldots, v_{m-1}, r\}\) and \(\{r, v_{m+1}, \ldots, v_l\}\), for some \(1 \leq m \leq l\), belonging to graphs induced by desc(\(K^u) \cup K^u\), and desc(\(K^v) \cup K^v\), respectively, for some \(u, v \in K\).

The path segments \(\{P_1, \ldots, P_m\}\) belong to an equivalence class in the set \(P(K)\) or paths \(\{v_1, \ldots, r\}\) and \(\{r, \ldots, v_l\}\) are members of equivalence classes of \(P(K^u)\) and \(P(K^v)\), for some \(u\) and \(v\) in \(K\).

**Proof.**

Follows immediately from the definition of the equivalence classes.

We reduce the LP problem to the more general problem of finding for each \(k\)-clique \(K\), a representative of each equivalence class in the set \(P(K)\), and for each equivalence class the accumulated length of a member set of paths maximising this value. When the information for the root has been found, then a root optimisation procedure processes this information to detect the possible existence of an \((s-t)\)-path including nodes in the root.
For each \( \{\hat{P}_1, \ldots, \hat{P}_m\} \) which is an index of an equivalence class in \( P(K) \), we define a function \( f \) with value \( f(K, \{\hat{P}_1, \ldots, \hat{P}_m\}) \) corresponding to the maximum
\[
\sum_{j=1}^{m} \text{length}(P_j)
\]
where \( \{P_1, \ldots, P_m\} \) varies over the members of the equivalence class represented by such an index.

Using this notation, if \( \{P_1, \ldots, P_m\} \) are the sub-paths of a longest \((s-t)\)-path in the graph induced by \( \text{desc}(K) \cup K \) whose intersection with \( \text{desc}(K) \) is not empty and including no nodes of \( K \) except at least one of their endpoints, then
\[
\sum_{j=1}^{m} \text{length}(P_j) = f(K, \{\hat{P}_1, \ldots, \hat{P}_m\})
\]
where \( \{\hat{P}_1, \ldots, \hat{P}_m\} \) is the index of the equivalence class including \( \{P_1, \ldots, P_m\} \).

In the algorithm for solving the \( LP \) problem, we associate with each \( k \)-clique \( K \) of \( T \) a state \( S \). This state \( S(K) \) is the set of indices of the relation \textit{same manner} relating sets of dsp with respect to \( K \).

So, an index \( SP = \{[X_1, Z_1], \ldots,[X_m, Z_m]\} \) is in the state \( S(K) \) if and only if there is a set of dsp with respect to \( K \), denoted \( \{\text{path}([X_1, Z_1]), \ldots, \text{path}([X_m, Z_m])\} \) such that:

- \( \text{end}([X_i, Z_i]) \cap K = X_i \), where \( i \in \{1, \ldots, m\} \), and
- \( \text{end}([X_i, Z_i]) \cap \{s, t\} = Z_i \), where \( i \in \{1, \ldots, m\} \), and
- \( f(K, ([X_1, Z_1], \ldots,[X_m, Z_m]) = \sum_{i \in \{1, \ldots, m\}} \text{length}([X_i, Z_i]) \), and this sum is the maximum accumulated value of any sets of dsp belonging to the class represented by \( SP \).

The cardinality of the state \( S(K) \) is bounded by a function of \( k \) alone, since the cardinality of an index \( SP \) is bounded by a function of \( k \) as described below.

\[ |SP| \leq \left( \frac{k}{2} + k \right) \times 2^2, \text{ for all } SP \in S(K) \quad (1) \]

Since the maximum number of indices bounds the cardinality of the state, we have the bound for the cardinality of state \( S \) given below.

\[ |S(K)| \leq 2 \left( \frac{k}{2} + k \right) \times 2^2, \text{ for all } S. \quad (2) \]

Consequently, the cardinality of both sets, \( S(K) \) and \( SP \) are constants, because \( k \) is constant.

The algorithm for the \( LP \) problem consists of:

- a data structure that represents the state \( S \) of each \( k \)-clique \( K \) in \( T \), and the value of a function \( f \) indicating for each index in \( S \) the accumulated path length of a member of its class having maximum value,
- a procedure that updates the state \( S \) of each \( k \)-clique \( K(r) \), where \( r \) is in the reduction of \( T \), given the states associated with the \( k + 1 \) \( k \)-cliques in \( K' \), or finds an \((s-t)\)-path including \( r \) but no nodes of \( K \) (this path does not belong to \( P(K(r)) \)), and
- and a root optimization procedure that takes the state associated with root(\( T \)) and finds a solution for the \( LP \) problem.

The states \( S \) associated with \( k \)-cliques \( K \) of \( T \) are updated by following the reduction \( R = r_0, \ldots, r_m \). All states are initially empty. The reduction \( R \) is traversed from \( r_0 \) to \( r_m \). When visiting node \( r_j \), the state update procedure updates the state associated with \( K(r_j) \) and deletes node \( r_j \) from \( G \), or finds an \((s-t)\)-path including \( r_j \) but no nodes of \( K(r_j) \). At this point, all the states associated with the \( k \)-cliques \( K^u \), where \( u \neq r_j \) and \( u \in K \), have their final values. This is so because the descendants \( r_j \) of all these \( k \)-cliques are such that \( j < i \), by the definition of reduction (Definition 5). These \( k \)-cliques disappear from \( G \) when \( r_j \) is deleted. The state associated with \( K \) may already have some information from branches on \( K \) not including \( r_j \).

Before we show how to update states, we define \textit{merging} of equivalence classes from sets \( P(K^u) \), where \( u \in K'(r_j) \), for any \( r_j \) in \( R \). This operation is defined in terms of the classes indices, and it is the core of the \textit{Update} procedure.

For convenience, let us assume that set \( P(K) \), for each \( k \)-clique \( K \), includes an empty class represented by the empty index with an \( f \) value of 0, i.e., \( S(K) = \{\{\emptyset, \emptyset\}\} \), for all \( k \)-cliques \( K \).

**Definition 14** Let \( (C_j)_{j \in J} \) be equivalence classes with indices \( (P_j)_{j \in J} \), in sets \( \{P(K^u)\}_{j \in J} \), where for all \( j \), node \( u_j \in K'(r_j) \), and for all \( l \neq j \), \( u_j \neq u_l \), for some \( r_l \) in the reduction of partial \( k \)-tree \( G \). The \textit{merging} of classes \( (C_j)_{j \in J} \), denoted \( \bigoplus_{j \in J} C_j \), is represented by the sequence of indices created by the algorithm given in Figures 2, 3, 4, and 5.

It follows from the definition of \textit{merging} that merging classes may yield indices of more that one class in \( P(K(r_j)) \).

The following claim can be verified easily using the definition of \textit{merging}.
Procedure $\text{Merge}((P_j)_{j \in J})$;

Input: Sequence of indices of classes of dsp sets and node $r_i$.
Output: Sequence of indices of equivalence classes in $\mathcal{P}(K(r_i))$

if there are no path segments in $(P_j)_{j \in J}$ sharing both endpoints, and	henever there is a node in $K(r_i)$ shared by path segments, it is shared
by at most two path segments, and
there are no path segments represented in $(P_j)_{j \in J}$ inducing a cycle then
if $r_i$ is not endpoint of any path segment represented by any index in $(P_j)_{j \in J}$ then $\text{MergeNoEndpoint}$
else if $r_i$ is endpoint of one path segment represented by an index in $(P_j)_{j \in J}$ then $\text{MergeOneEndpoint}$
else if $r_i$ is endpoint of two path segments represented by indices in $(P_j)_{j \in J}$ then $\text{MergeTwoEndpoints}$
endif endif endif

end

Figure 2: Algorithm for merging classes of dsp

Procedure $\text{MergeNoEndpoint}$;

Create index $\bigcup_{j \in J} P_j$ with an $f$ value given by $\sum_{j \in J} f(K^{u_j}, P_j)$
if $r_i \in \{s, t\}$ then
  for all $u \in K(r_i)$, where
  $u \notin \{s, t\}$ and there is an edge $\{r_i, u\}$ and
  $u$ is not endpoint of more than one path segment,
  or $u \in \{s, t\}$ and $u$ is not the endpoint of any other path segment do
  Create $\bigcup_{j \in J} P_j \cup \{\{u\}, \{r_i, u\} \cap \{s, t\}\}$
  with an $f$ value is given by $\sum_{j \in J} f(K^{u_j}, P_j) + l(\{r_i, u\})$
  endfor
endif
if $r_i \notin \{s, t\}$ then
  for all paths $\{u, r_i, u'\}$, where there are edges $\{u, r_i\}$ and $\{r_i, u'\}$, and
  $u \neq u'$ and both are in $K(r_i)$, and
  nodes $\{u, u'\}$ are not the endpoints of any path represented in $(P_j)_{j \in J}$, and
  neither $u$ nor $u'$ are endpoints of more than one other path segment, and
  there are no cycles induced by path segments represented in $\bigcup_{j \in J} P_j \cup \{\{u, u'\}, \{u', u\} \cap \{s, t\}\}$, and
  if any $u$ or $u'$ is in $\{s, t\}$, it is not an endpoint of any other path segment do
  Create $\bigcup_{j \in J} P_j \cup \{\{u, u'\}, \{u', u\} \cap \{s, t\}\}$ with an $f$ value given by
  $\sum_{j \in J} f(K^{u_j}, P_j) + l(\{r_i, u\}) + l(\{r_i, u'\})$
  endfor
endif
end

Figure 3: merging classes of dsp ( $r_i$ is no endpoint of any path segment)
Procedure $\text{MergeOneEndpoint}$;

Let $r_i$ be the endpoint of a path represented by $PS = [X, Z]$
if $r_i \in \{s, t\}$, and there are no cycles induced by path segments represented in
$$(\bigcup_{j \in J} P_j \setminus \{PS\}) \cup \{\{X \setminus \{r_i\}, Z\}\},$$
and $X$ includes a node in $K(r_i)$,
or $X$ does not include any nodes in $K(r_i)$ but $Z = \{s, t\}$, and
$PS$ is the only path segment represented in $(P_j)_{j \in J}$

Create $(\bigcup_{j \in J} P_j \setminus \{PS\}) \cup \{\{X \setminus \{r_i\}, Z\}\}$ with $f$ value
given by $\sum_{j \in J} f(K^u_j, P_j)$

endif

if $r_i \notin \{s, t\}$ and there is an edge $\{u, r_i\}$, where $u \in K(r_i)$ then
for all $u \in K(r_i)$ such that
there is an edge $\{u, r_i\}$, and
$$(X \setminus \{r_i\}) \cup \{u\}$$
are not the endpoints of any path represented in $(P_j)_{j \in J}$, and
$u$ is an endpoint of no more than one other path segment,
or node $u$ is in $\{s, t\}$ and it is not endpoint of any path segment, and
there are no cycles induced by path segments represented in
$$(\bigcup_{j \in J} P_j \setminus \{PS\}) \cup \{\{X \setminus \{r_i\} \cup \{u\}, Z \cup \{\{s, t\} \cap \{u\}\}\}\}$$
Create $(\bigcup_{j \in J} P_j \setminus \{PS\}) \cup \{\{X \setminus \{r_i\} \cup \{u\}, Z \cup \{\{s, t\} \cap \{u\}\}\}\}$
with $f$ value given by $\sum_{j \in J} f(K^u_j, P_j) + l(\{u, r_i\})$
endif
end

Figure 4: merging classes of dsp ( $r_i$ is endpoint of one path segment)

Procedure $\text{MergeTwoEndpoints}$;

Let $r_i$ be the endpoint shared by $PS = [X, Z]$ and $PS' = [X', Z']$
if $r_i \notin \{s, t\}$, and there are no cycles induced by path segments in
$$(\bigcup_{j \in J} P_j \setminus \{PS, PS'\}) \cup \{X \cup X' \setminus \{r_i\}, Z \cup Z', \}$$
and $X \cup X' \setminus \{r_i\}$ is not the endpoint of any other path segment,
or nodes in $X \cup X' \setminus \{r_i\}$ are in $K(r_i)$, and
they are not the endpoints of any other path segment,
or $X \cup X' \setminus \{r_i\}$ includes a node $u$, and the node not in $K(r_i)$ is in $\{s, t\}$, and
if node $u$ is not in $\{s, t\}$, it is shared by at most one other path segment,
or if node $u$ is in $\{s, t\}$, then it is not common to any other path segment then
Create $(\bigcup_{j \in J} P_j \setminus \{PS, PS'\}) \cup \{\{X \cup X' \setminus \{r_i\}, Z \cup Z'\}\}$, with $f$ value given by
$\sum_{j \in J} f(K^u_j, P_j)$
endif
end

Figure 5: merging classes of dsp ( $r_i$ is endpoint of two path segment)
Claim 1 If the cardinality of $J$ is bounded by a constant and $(C_j)_{j \in J}$ are in $\mathcal{P}(K^{u'})$, where $u \in K'$ then $\bigoplus_{j \in J} C_j$ can be computed in constant time.

We now show that updating a state $S$ can be done efficiently.

Lemma 5 Let $G$ be a partial k-tree, $s$ and $t$ two specified nodes, $R$ its reduction, and $r \in R$. The state $S$ associated with $K(r)$ in the graph induced by $K \cup B(K(r))$ can be found in constant time from the states associated with the $k + 1$ k-cliques $K^{u'}$, where $u \in K'$.

Proof. We describe the procedure $Update$ in Figure 6 for updating states $S$ associated with $k$-cliques in a $k$-tree $T$.

The correctness of the $Update$ procedure follows from the fact that the indices of the equivalence classes of set $\mathcal{P}(K(r))$ can be expressed in terms of indices of classes in sets $\mathcal{P}(K^{u'}(r'))$, where $u \in K'$ and $r'$ appears before $r$ in the reduction.

Let $\{\hat{P}_1, \ldots, \hat{P}_n\}$ be an index of a class in $\mathcal{P}(K(r))$, where $r$ is the last descendant of $K$ in the reduction $r_0, \ldots, r_m$ of $T$.

Node $r$ may or may not be included in a path segment represented by $\hat{P}_i$, for some $1 \leq i \leq n$.

If $r$ is not included in any such path segments then it follows that $\{\hat{P}_1, \ldots, \hat{P}_n\}$ can be partitioned, so that each subset of the partition is an index of an equivalence class of a set $\mathcal{P}(K^{u'}(r'))$, for some $u \in K'$, and $r'$ appearing before $r$ in the reduction.

If $r$ is included in $path(\hat{P}_i)$, for some $1 \leq i \leq n$, then we have two cases:

- $path(\hat{P}_i)$ has both endpoints in $K(r)$, or
- $path(\hat{P}_i)$ has only one endpoint in $K(r)$.

In the second case $r$ is $s$ or $t$, and $path(\hat{P}_i)$ is an edge included in $K'$, or there is a $u \in K(r)$ such that $r$ is the endpoint of a path represented in an index of a class of $\mathcal{P}(K^{u'}(r'))$, where $r'$ appears before $r$ in the reduction of $T$.

In the first case, $path(\hat{P}_i)$ falls in one of the following three categories.

- It consists of nodes $\{u, r, v\}$, where $u$ and $v$ are in $K(r)$ and there are edges $\{u, r\}$ and $\{r, v\}$, i.e., $path(\hat{P}_i)$ is included in $K'(r)$, or
- $path(\hat{P}_i)$ consists of a path segment belonging to a class in the set $\mathcal{P}(K^{u'}(r'))$, where $u \in K(r)$ and $r'$ appears before $r$ in the reduction, extended by an edge $\{r, v\}$, where $v \in K(r)$, or
- $path(\hat{P}_i)$ consists of two path segments members of classes in sets $\mathcal{P}(K^{u'}(r'))$ and $\mathcal{P}(K^{v'}(r''))$, where $u$ and $v$ (not necessarily distinct) are in $K$ and $r'$ and $r''$ appear before $r$ in the reduction of $G$. If $u = v$ then both subpaths belong to the same class of $\mathcal{P}(K^{u'}(r'))$ (this guarantees that the subpaths are simple and disjoint), and if $u \neq v$ then the subpaths belong to classes of sets $\mathcal{P}(K^{u'}(r'))$ and $\mathcal{P}(K^{v'}(r''))$, where $r'$ and $r''$ appear before $r$ in the reduction of $G$, which, by Lemma 2, include classes of paths that are disjoint with exception of possibly their endpoints. In any case, path segments are represented by indices of their corresponding classes.

In follows that an index of a class of $\mathcal{P}(K(r))$ can be build from indices of classes in sets $\mathcal{P}(K^{u'}(r'))$, where $u \in K$ and $r'$ appears before $r$ in the reduction, or by inspecting nodes and edges in the graph induced by $K'$. This is the definition of merging of equivalence classes.

Also, procedure $Update$ detects $(s - t)$-paths not including nodes in $K$ but including node $r$, and maintains the value stored in $LongPath$.

The complexity of the procedure is constant since all the loops have constant range and the tests and operations can all be done in constant time, as stated in Claim 1.

The algorithm proceeds bottom-up from $k$-leaves towards the root by following a reduction $R$ of the $K$-tree $T$ of which $G$ is a subgraph. It finds the state associated with each $k$-clique of $T$. When all the vertices in $G$, but those in the root($T$), have been removed, it finds the solution for the LP problem from the information collected in the states associated with the $k$-cliques of $T$. Figure 7 shows an algorithm for the LP Problem.

The correctness and time complexity of this algorithm is established in the following theorem.

Theorem 1 The algorithm for the LP problem is correct and has time complexity $O(n)$.

Proof. The procedure $OptimizeRoot$ considers the following cases:

- nodes $s$ and $t$ are both in root($T$), or
- only one of nodes $s$ or $t$ are in root($T$), or
- none of $s$ nor $t$ are in root($T$).

In the first case, the procedure scans all the indices in state $S$ associated with root($T$) and for each index,
Procedure \textit{Update}(S,r);

Input: State \( S \) to be updated and node \( r \), where \( S \) is the state associated with \( K(r) \)
Output: State \( S \) containing indices of equivalence classes in \( \mathcal{P}(K(r)) \)

for each sequence of classes \( (C_j)_{j \in J} \), from \( \bigcup_{v \in K_r} \mathcal{P}(K_v) \) and no two classes from the same set \( \mathcal{P}(K_v) \) do
if \( \bigoplus_{j \in J} C_j \) includes index \( \{[0,\{s,t\}]\} \) and has \( f \) value \( V \) then
  \textit{UpdatePathSoFar}(\textit{LongPath}, V)
  put in \( S \) all indices \( \bigoplus_{j \in J} C_j \) except index \( \{[0,\{s,t\}]\} \) and update their \( f \) values
else
  put in \( S \) all indices \( \bigoplus_{j \in J} C_j \) and update their \( f \) values
endif
endfor
end

Figure 6: Algorithm for Updating a state \( S \)

Procedure \textit{LongPath}(G,T,R,s,t);

INPUT: \( G = (V, E) \), \( T = (V', E') \), \( G \) a partial \( k \)-tree and \( T \) its embedding \( k \)-tree, \( R = \{r_0, \ldots, r_n\} \) a reduction of \( T \) and \( s, t \) two designated vertices

\( kC \leftarrow \) set of \( k \)-cliques in \( T \)
Let \( R \) be the root of \( T \)
\( \textit{LongPath} \leftarrow 0 \)
for \( kC_i \in kC \) do
  set state \( S \) associated with \( k \)-clique \( kC_i \) to \( \{[0,0]\} \}
  set the \( f \) value of the index \( \{[0,0]\} \) in \( S \) to 0
endfor
for \( r = r_0 \) upto \( r_n \) do
  \textit{Update}(S,r);
endfor
\textit{OptimizeRoot}(S(\text{root}(T)))
if \( \textit{LongPath} > 0 \) then output 'The Longest \((s-t)\)-path has length \( \textit{LongPath} \)
else output 'There is no \((s-t)\)-path in \( G \)
end

Figure 7: Algorithm for the \textit{LP} Problem for Partial \( k \)-trees
it attempts to build an \((s-t)\)-path using all the path segments represented in such an index and possibly some edges in the graph induced by \(root(T)\).

In the second case, the procedure scans all the indices in state \(S\) associated with \(root(T)\) containing the representation of one path segment which includes the complementary endpoint and for each index, it attempts to build an \((s-t)\)-path using all the path segments represented in such an index and possibly some edges in the graph induced by \(root(T)\).

In the third case, the procedure scans all the indices in state \(S\) including the representation of paths with endpoints \(s\) and \(t\) and for each index, it attempts to build an \((s-t)\)-path using all the path segments represented in such an index and possibly some edges in the graph induced by \(root(T)\).

Whenever this procedure finds an \((s-t)\)-path it updates the value \(LongPath\).

Clearly, the procedure \(OptimizeRoot\) can be implemented so that it can be executed in constant time, since all the information that it uses has constant size. The Theorem follows from this observation and the following facts.

A longest path can be built in a bottom-up fashion, because the descendants of the \(k\)-cliques \(K_u\), where \(u \in K\) and disjoint, as shown in Lemma 2. States associated with \(k\)-cliques can be updated in constant time, as stated in Lemma 5. Any solution to the \(LONGEST \,(s-t)\)-PATH PROBLEM exhibits optimal substructure, given by Lemma 3. A longest \((s-t)\)-path is fully contained in the \(root(T)\), or includes subpaths belonging to equivalence classes of some sets \(P(K(r)), r \in R\), and intersecting \(K(r)\), or including \(r\), as stated in Lemma 4.

4 Example: Finding a longest path in a partial 3-tree

Let \(G\) be the partial 3-tree given in Figure 8, where node \(s = 3\) and node \(t = 9\). In this example, only states with nonempty information are shown, namely, \(S(\{1, 2, 3\}), S(\{1, 3, 4\}), S(\{3, 4, 5\}), S(\{3, 5, 6\})\). Let \(r = 9, 7, 6, 5, 4, 8\). In this case, the root optimization procedure finds a longest \((s-t)\)-path of length 6. For simplicity, all the edges of the graph in this example are assumed to have weight 1.

Node to be eliminated: 9, \(K(9) = \{5, 6, 7\}\)

\[ S = \{ \{0, 0\}, \{\{6\}, \{9\}\}, \{\{7\}, \{9\}\} \} \]

each index with \(f\) values 0, 1, 1 respectively.

Node to be eliminated: 7, \(K(7) = \{3, 5, 6\}\)

\[ S = \{ \{0, 0\}, \{\{6\}, \{9\}\}, \{\{3\}, \{9\}\}, \{\{5\}, \{9\}\}, \{\{3, 5\}, \{3\}\}, \{\{3, 5\}, \{3\}\}, \{\{5\}, \{9\}\}, \{\{3, 5\}, \{3\}\}, \{\{6\}, \{9\}\} \} \]

each index with \(f\) values 0, 1, 2, 2, 2, 2, 3 respectively.

Notice that at this stage a \((3-9)\)-path has been found, this is represented by the index \(\{\{3\}, \{3, 9\}\}\). This path is detected when node 3 is to be eliminated or, as in this case when the root optimization procedure finds it, because 3 does not belong to the reduction of the graph.

Node to be eliminated: 6, \(K(6) = \{3, 4, 5\}\)

\[ S = \{ \{0, 0\}, \{\{3\}, \{3, 9\}\}, \{\{5\}, \{9\}\}, \{\{3, 5\}, \{3\}\} \} \]

each index with \(f\) values 0, 2, 2, 2 respectively.

Node to be eliminated: 5, \(K(5) = \{1, 3, 4\}\)

\[ S = \{ \{0, 0\}, \{\{1, 4\}, \{0\}\}, \{\{1, 3\}, \{3\}\} \} \]

each index with \(f\) values 0, 2, 3, 3, 3, 3, 3 respectively.

Node to be eliminated: 4, \(K(4) = \{1, 2, 3\}\)

\[ S = \{ \{0, 0\}, \{\{1, 2\}, \{0\}\}, \{\{2, 3\}, \{3\}\} \} \]

each index with \(f\) values 0, 3, 3, 3, 4, 3, 3, respectively.

Node to be eliminated: 8, \(K(8) = \{1, 2, 3\}\)

\[ S = \{ \{0, 0\}, \{\{1, 2\}, \{0\}\}, \{\{2, 3\}, \{3\}\} \} \]

each index with \(f\) values 0, 3, 3, 3, 4, 3, 3, 5, 6, 5 respectively.

The root optimization procedure finds index \(\{\{2\}, \{9\}\}, \{\{2, 3\}, \{3\}\}\), in state \(S(\{1, 2, 3\})\) and builds the \((3-9)\)-path with value 6. It also finds \((3-9)\)-paths with value 6, from indices \(\{\{2\}, \{9\}\}\), and \(\{\{1\}, \{9\}\}, \{\{2, 3\}, \{3\}\}\).
5 Conclusions

We showed a linear time algorithm for solving the \textsc{Longest} \((s-t)-\text{Path}) \text{Problem}, when the instances are restricted to partial \(k\)-trees together with their reduction. This algorithm has restricted applicability because the constants involved in the time complexity function are exponential in \(k\). As mentioned, these exponential constants may be inherent to the time complexity function, because if they could be eliminated and the algorithms for each value of \(k\) are polynomially uniform, the consequence is that \(P = NP\). No effort was taken in minimising the magnitude of the constants involved in the time complexity.
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