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Abstract 

The aim of thia paper is to compare AuLomata with Weiptl..., Neural Ndworb (WNN). The WNN 

of Alebaader ((5)1 is extended initially lo compute Weighted Regular Languaga aad then to simulate 

the behaviour or a Turing Machine. 

1 Introduction 

A Weighlless neural oetwork is an arrangement of a finite number of nodes in any number of layers, with or 

without feedback councctions between the nodes and where the nodes are RAM nodes storing n-bit words 

([4)). The n-bits have beeo considered to store a number in the internl from O to 1 which represents the 

'firing probability' of th<' nod<'. Tht'r<' are many advantages of su eh models in relation to weigbted-sum

a.Dd-threshold approaches and tbe most important one is tbat tbis model is straightforward to implement in 

hardware. 

"PartiaJlr.npporl<d b,- Nallield Foaod&licm aad FACEPE (Reoeuck Fouad&lioa ol llae Siaie of Perumbaco). 

1Sapported b,- tloe Bruilioa IIAseuch Couacil (CNPq). 
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Natural nt:'twork¡;; cdn {'a.sily pron·ss temporallnformation whHst artificial .netwod{s to date are not weU

suited for d1.><tling willi tiulf•-varying input patt.erns. Different r'l:'curr-ent neural networks models h&ve be-en 

UM"d Lo learn l"mpor;-t! "'1'íjlll'l\(t•s, for example s~ ({l6J). Most of these system.s simulatc the beh.aviour of 

finit.f' :.~at1• m;u-ltiu('!'.. lhey ,tft' able tu leMn some re-gular languagcs. Regular languages are generaled b_v 

r~ulat.r gret111111ar~ <-wd tiH'y <trl' the :-;iwplt>s~ language...s in the Chmnsky hieruchy {(12]). 

Sume b3...<;ir prinr¡pk>E of A1..1.tom~t~ Throry are nen.-s-sar;; for the a:1}1rlersla ... ;1ding of tlú:r work. Th2S'e' 

prii!óp!C'J art• lhe n:mn:'p~é> of proi..[l.bilÜ;t automaLa {[26)) 1 \YE'igb:t~ fEgUbJ:· grammzr:5 aorlla~guage5 {[27]} 

aitd the Chom~ky·~ IH('f'·Jsd¡y ([l:l]i- These concepts are(tmit~e-d here b~..l~ they cz,n b~ found in th~ literaturf:' 

mentionE>d abovt'. Om~ impurt~.ut result is the rdat~onshtp Oetween the Chon1.sky's hierarchy and weigh.t{:d 

regular languagP:-. { !lw~.P are tlw langua.gi:-5 r0eogniSi'd by prv.hz..bili.st automata) which ca.n be iUustrated by 

the foUowiu~ "''uatiuus: ( 1) W!lL e RL; (2) \VRL n CFL o1 ~; (3) WR.L n CSL fe <;>; (4) VliRL n TZL f- </>; 

trw·herr lhe a.bhn:vial~..•d uolation mean¡;;: \VRL is the set of -..t:eighted rcgulca..r la.ngua.ges, RL is the set of regular 

languages, (TI. is the sPl of cout~xt-frN? lauguag~s- CSL is the SE! of cont~xt-sensi!ive languages and TZL 

is the set of lypc ZPro langua¡,;c.s. 

2 RAM, PLN, MPLN 

!Delhútioil! 1 A IL\\1 :\eural 1\:etwork is an arrangement of a finite number of neurous in any number of 

layers, in whido the nenro11s are RAM (!tandom Access Memory) nodes. Th? IV\M node is represente..! in 

the Fignrt' 1 hdo''-

Tlw iupul 111ay· rt'JH'<'~eul extC'rlla1 input or the output of neurons from another l.:1yer ora feedbark input. 

fhe data out. rila.\ !H.' o·:-;: or l 's. The- :-.N of conneclions is fixed. and there a..re no v.:eights in suclt H('ts. Inste<'l.d 

the funrtion prrforme<l h~· lhe ueurou is determine& by the contents of the RAM - its output is the '-a.lue 

accessed by t he art.ivaled memory location. There are 22 " different functions which can be performed on 1\ 

a.ddress lines aud thes<' rurn•spond exactly to the 2N slales that the RAM can be in, thal is a single RAM 
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readlwrite mode 

o 

DATA OUT 

DATA IN 

F"¡gure 1: RAM node 

Seeing a RAM node as look-up lable (truth lable) the output of the RAM node is described by eqnaüon 

1 below: 

r= ¡O seC[pJ=O 

1 seC[pJ=1 

(1) 

where C[pj is the content of the .address position associated with the input pattern p. 

~arning in a RAM node takes place simply by writiq ÍJlto it, which i& mui:h &impler tha.n the adjustmeat 

of weighta as in a weighted-sum-and-threshold network. The RAM node, as delined above, can compute 

all binary functions of ita input wlüle the weighted-sum-and-threshold nodes can only compute Iinearly 

separable function ofita input. There is no generali&ation in the RAM node itself (the node must store the 

approprial<' response for every possible input), but there i& generalisation in networks romposed of RAM 

nodes ( Aleksander [2]). Geoeralisation in weightles& networks is alfeded first by the diversity of the palteros 

in the Lrainiog seL, that is, tite more diverse the patterns in the training set, the greater wiU be the number 

of subpaHcrus seen by each RAM, resulting in a larger generalisation set. Secondly, the connectioo of RAMs 

to common features in tite training set reduces lhe generalisation set. 

The introduclion of a probabilistic element into the weightles& node was proposed by Aleksander (Alek-

sander [4}) after aUempting a rapprochement betweea Boltsmaun maclünes and weightless node networks 

(Aieksa.nder [3}). lle called the node with this probabilistic element a probabilistic logic node (PLN). The 

maiu fcatur~ of lhe PLN model is the anknown state, u, which respouds with a randomly generaled outpul 
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for inpnls on which il has not been tra.ined. Below is given a definition of a PLN nade. 

Deftoition 2 A I'LN Neural Network is an arrangemenl of a finite number of neurons in any number of 

layt•rs. in whidt the neurous are I'LN (l'robabilistic Logic Nade) nades. A PLN nade differs from a.RAM 

nade in llll' scns<' Lhat a :.!-bit numbcr (rather than a single bil) is oow slored al lhe addressed memory 

locatioo. Thc contenl of this loca.tion is turned iolo the probability of firing (i.e. generaliog a 1) al the 

overall ontpnl of Lite nud~. In other words, a PLN consisls of a RAM-nade augmented with a probabiüstic 

out pul gctwralor. As in a •imple RAM nade, the 1 binary inputs toa nade forman address inlo one of the 

21 RAM lorations. Simple R.AM nades then oulput the stored value directly. In the PLN, the value slored 

al this addrcss is passcd through the outpul funclion which converts it into a binary node output. Thus 

each slorcd value may be interpreted as affecting the probabiüty of outpulling a 1 for a given pattern of 

nod(" inpnts. 

Tlw contcnls of the nodcs are O's, 1 's and u's. u means the sarne probability to produce as out pul O or 

l. The outpnl of the I'LN node is described by equation 2 below: ¡ O se C[p} =O 

r = 1 se C[p} = l 

random(O, l) se C[p} =u 

(2) 

wll<'re C[¡1] is the conlcnl of address position associated with the input paltern p and random(O,l) is a raudom 

function that generales zeros and ones with the same probability. 

TraininJ!; wilh PLi'\ nelworks hecomes a process of replacing u"s with O"s and ~ "s so that the uetwork 

ron~htPnlly produrl's t.ltP rorrect output pattern in response to training paltern iuputs. At tlu start of 

t raininJ!;. all storl'd valul's in all nades are initialised lo u, and tbus the net"s oehaviour is completely 

unoiased. In a fully con,·crged PLN net, every addressed location should conta.in a O or a l. and the net"s 

bclta,-iour will he complt"tcly detcrministic. 1 

1Tht'"re ma.y be 11LN loca.tions whicb are nevcr a.d.dressed, e.~. &d.d.n:s5es l.o aod.es in thc illput l~ycr wbich represcnl n-tu pies 

not p~ut in the lrainiug ~t. or Lo nades ia bigber la.ye:rs ifsome combia~tion.s of lower DOde outpulS never occur. Tbese 

unadJress<:d loca.l.ions 111&)' cont~n u. without a.ffecling tbe status of the nel as converg~. 
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Weightless !'LN nodcs alw have had notable success in a number of applications. PLN networks llave 

somc adva.utages rdative to HA.M n,¡;:t\~Jori-;:s, Fir-st, hec.ause there are no pre--existing structures. in. the state 

sparr of PLN nets, th('y ;;ue f'a..'"iil'r to train (1-';an-Aieksander [13]}. Tbere ¿re a numbf"r oftraining ~trategies 

fur PLN nelworks sudt as th<' oues itt ((A!ebander-Mortol! [5]), (Myers [22]) and (Al-Alawi-Storrham [!})). 

Se.ru11rl, while RAM nets atl'" not \."C"f.\' $eusltiv<f' lo sma.ll differences in inptH pa.tterns, PLN nets c.an be ma.de 

vNy sc-usitive if they are organi56d into a pyramid of PLNs (Alcksander-Morton [5)). Thirdly, there are 

1.:eríous :murces of nois{' in th~ artivity of natural neurons in neur-al neh<;orks (Taylor (30}); a.nrl with the 

stor-ha.~tÍ\ activity uf PLNs a s!ightly more ~ali5tk modeHng of m~ural activity is a-ehieved than with RAMs. 

For! hl_v, by experimental resuh.s, it is known that when solving the .ame problem with PLN nets >..nd RAM 

nt•ls, ií is possiUi~· in many ra.scs to save sta.tes when using PLN net.s. This me:ans that small0r number of 

nades are necessary when using PLN nelworks than when using RAM networks. 

The Mulliple-valued Probabi!istk Logic Neuron (MPLN) (Myns [23j) is simply an extension of the PLN

A MI'LN dilfers from a I'LN node in lhe sense that a q-bit number (rather than two bits) is now stored at 

the address<-d nwmory locatiou. Th~ cant,nt of ihis [ocation is also the probability of firing at the overall 

out pul of !he node: Say !hat 'l is 3, tnen tbe numhers O to 7 can be stored in each local ion of the MPLN. 

One way oí regarding the a<:tual number stored may be as a direct representation of the firing probability 

hy treatin¡; the number as a. frac! ion of 7. So a stored 2 would causl" the output to fire with' pro!Jability of 

2(/, and SO OIL 

One result of extending tbe PUl to MPLN is that tbe node locations may now store output probabilities 

which a.re mor<' fiudy gradated than in t-he PLN - for example, il ís possible that a node will output 1 

with J% prohahH!ly undPr a certain input. TlH• second resuit of the extension is that learning can allow 

inrrf'lllPf!tal rhangps in stored va.lues. In this way. one re.set does not erase murh ínformation. Erronoous 

information is discarded only after a series of errors. Similarly. new information is only acquired after a 

series of ex¡H•ril~ltr('s: indicate its \--alidity. 

There ar<> thr<'<' importa¡¡! pa.rameters involved in the MPLN models: 
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• th~ numlwr of ínpuls of the node 1 (ami henoe 21, the nwnber of stored values in the node): l 

has a direcl iuHuenre on the memory requiremento <!.!ld on ~he trarleoff between generalisation and 

m<·nwrisalion ( this. is al>o tru<' for RAM, PLN and most of the weightless nodes). 

• llw nuualwr of elemPnts representiug possible stored values wb..ich is defined by the number of bits used 

in tho uodc.: thc uuaol>er o[ elements use<! to rep--t the probability of outputs will infiuence lhe 

•p«'<l uf learuing. 

• !he ouqual function whkh is appüed on the addressed oonle.nt: the oulput function may he proba.bilis

lic, linear, sl"Jl or •igmoid function as described for the weighted node. 

3 Description of the new node 

In this section th<' new nodc ([18)) is expla.ined. Tb..is new node is an extension of the MPLN node and it is 

ba.sed ou ide;u; from the lhcory of probabilistic antomata. Probabilistic autornata recognise patt..-rns depend 

on two iuforma.tion. The final slale of lhe antomal.on after the pattern has heen submittt'd to it and the 

the overall ¡>robabilíty a.ssociated with such pattern. lf the final sta.te of the automaton belongs lo lhe set of 

final sta.tes of t he language lo be recognised, then tbe probability associated with the pattern is compared 

with the threshold associaled wilh the language. Only if the probability is bigger than the threshold, the 

pallern is rua"idPred arcepted by the automaton a.s belonging to the langua.ge in question. 

To simulat<- tlw behaviour o[ a proba.bilistic automata with neural networks we n<'<'d lo have a node 

capahlP of 'loriug lh<' prol.aabilily of the path followro by the network up to that node with a fed pallern. 

To be ahle lo ;lor<' lhe prohabilily of the pa.th extra memory was gíven to our node. Thal is. besides the " 

words of /1-híts ( cousidering a nodc with 11 inputs) the node is going to hM'e an extra. word with k- bits to 

stor<' lhe proi>ahilit.y. 

\\.ith a ~IPLN nod<' the numbers stored in the n words of B-bits represen! the 'firing probability' of !he 

awurou and lhe nod<' outpuls 1/0 depen<ling on lhis •firing probability'. Once th<> node oulpulteJ l/0 there 

is no oth<•r liS<' for the 'firin!'; probability' with a MPLN. The overall output of tlw network is only a pallern. 
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witilm>l My prob:>bill!y. ¡,. our eMe, the CY\f'l?:;ill output of tb,; aetqrork needa i<> L'< the !"'Ha;!> foliDO'eÜ by 

the probahffity Gl~oci.aterl wtth thi~ p.a.tí·ern. The way the probability is .caJclllate :de~...n&s ~·Et: t.he type of 

RlTHM 

3. Fc-ed the patlern t = X 1X 2 ... X" into the ne!work symbol by symbol and cakttlate the oveml! proh.ahllity 

asoociat"<i with. the pattern X. 

For "very symho! X; do 

:J;.l Feed symbol X; to al! externa.! input terminals. 

3.2 l'or all nodes j in the nclwork do 
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U the node j fire Uum calcuiale probability P íor this node. 

3.2.1 U tbe node j is an amlnode P = pfJ • P;.put.aft.ke~j!l•s•lluweJivei"'""• i· 

3.:!.11f Lile nade j is""' or node P =E P'"""'"•flk""""'i!kss~>e ... ¡;.,;~,;_,;. 

J.2.:1 Ir !he node j is a romplcrnent or o. deley node 

4. If lb<' final olaJe of th~ ll<'l is in the sel of final slates for the ~nguage then oompa.re the owerallproba.hility 

wilh the Uueshold. !f !he probability i• bigger than the &hresho!d then the p&ttefi! X es <M:ce¡>ted .... 

belonging Lo tbe language. 

This o.lgoritbm was based on the way probabili•tk au!.omMa ~ pattenw with tllre5holdz. The 

cl""" of pa!lerru; rerognised by lhe network llepends no~ oruy O!! the atrudure of the network lml &1m 

<m !he lbr~slno!d &SOOG .. ted wilh th<e neíwor!r. This >.lgo~ithm wor!ting together with the aew ll!ode no! 

oníy inueases th~ compul<>,ion power of thc network bnt ruoo it is more a.pp<·()praa.te ro ¡;aUe..m re¡:,:>gai!ion 

betause it gives a determinístic decisio.n as to whetlier a. paUern X b~loi!gll to the ia,nguage recogE~i&2d by e 

given network or ilot. 

5 Computability of Weightless Nema! Networks 

The recognílion me!hods used !o date with weightless neur..! networks mali:e them behave lilte firute stat.e 

m<l.<:hines. By 1 h<' other ha.ud m>,ny neural problems, for insta.nce, natur..! la.ngnage understandi!i!g, mak' 

use or context frP<" gra.mmars, therefore it is important lo be able to imp!ement in neural netwudrn "' !east 

sorne of Uoe conll'xt-free grammars. 

As mcntioned berore weightlas networks compoooo of the nodes defined m rection 3 and .,..mg the 

algori~hm in section 4 .,,.., similar to probabilistic automll.!;a. In oT<ler to show that the oom¡m~nal power 

of a MPLN nelwork and a probabili•tic automalon is the same it is n~ to prove the following throrems: 
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<> (Tboor<'m l) Let G., be a w~ighted regular grammar and l..(G.,) be the language genen.ted by Gw 

asrocia.ted with rome ~ut-pnint >. then there exists a weightlee& ueural network, which associat.ed with 

the sam? cut-point.A, lhat ...,.ognises L(G',.,), and 

0 (Tioeorem 2) lf a sN of p;otterns Lis recognised by a w<>ightlese neural networl;; a.aoociated with sorne 

cüt-¡wint ). tite" this set can be gellerated by a weigltted reguia.r grammu G., associated with the 

same cut-poinl A. 

A formal proof of tlo""" theore-ms can be found in ([20]). Here a slwrt des.:ription of the prooís are gíven. 

The proof of throrem 1 is a.n algorithm for transforrning any weighted regular grammar into a. weightless 

network. The way in which th" grammar is transformed into the neural network is·such that alllhe properties 

of the grammar are pr<>Served and it is possible to infer the gramma.r from the weightless network generated. 

Networks col!structed wÍih four kinds of nvdes: p-and, p-or, complement a.ml delay nodes will be considered. 

The prooi is based on tlt<> compl.-xity of the production rules. Transformation of the prod11ction rules, in 

weigh!less net><orks, will !>., sta.rted by the simplest production rule. The proofis then divided in three cues. 

The íirs! case dea.ls witb produrtion rules of the form S1 - w(p) wbere w is a word in the language, S¡ is 

a. non-ten\li.nal symbol of th<' gra.mmar and p is the proba.billty a.ssociated with this production rule. The 

second case deals with productiou rules of the form S, - wSj(p) and the last case deals with production 

rules of the fonn S; - w1S1(p1 ) 1 S; - u:2Sk(P2l where 1 denotes the possibility of S; being replaced by 

w¡Sj(l'l'¡ or by ll'lS&(/'2). Each ones of these cases a.re diviúed into sub-cases for the simplicity ofthe proof. 

For every sub-cas<' it is git·eu lhe órcuit which implement it. The circuitous are designe.:! in function of the 

four !y pes of nades rn.-nl ioned abow. 

Although the metho<l describe<! to transform the weigbted regular gra.mmar into network gives a complete 

strudure · the network and its memory contents - the language recognised by the netv.-ork can be cha.nged 

either by tra.ining or by changing tite value of the threshold. Thls is particularly useful when tite exa.ct 

gra.mmi!J' oflhe ia.nguage to be recognised is not know, ouly an approximation io known. The tra.ining of 

the network can involw ouly changes in the probabilities stored iu tbe nades or changes in a.ny memory 
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rosition of the nod<'. lf changcs are allowed in a.ny memory position of the nodes, a differcnt structure will 

bi' g~ucral<!d after the training. The generation of tbe netv.'Orl< by tbe metbod described in this theorem can 

aho lw llt>f.'fol a." au i11itial sct up of lhe network. 

'l he n:ai11 purpos<' of 1 he lheorem 2 is Lo sbow that !he relatiouship between wcighted regular !anguages. 

and weighlh•ss IIPtworks is an if then ifrelalion. This proof can be used to determine the Lo tal generalisation 

o[ a ll<!lwork aftN thP uctwork has been trained. This method of calculating the total gcneralisation is more 

('fliril'ul thalt Juan.v ot hcrs. for cxample: submitting pat.terns to the network to see if they are recogniscd 

by the ""'. lt is also bcl.lcr than going through the whole nelwork in order to calculate the generalisation. 

The nwtlooJ dNivPd from lhP theorem gives also the probability of recognition for ea.ch pattern in the class 

rccoguised hy thf' IH'l\vork. 

Examplrs o[ tl1e lransformation of the weighted regular grammars into weigh!less networks can be found 

in ([l'J]) and ([l'J]) while "'" example of the transformation of a weightless network into a weighted regular 

grammar.r<ul he found in ([1.5]). 

Onr mcthod o[ gem•rating networks for parsing has rnany advantages over o!hers models such as the 

method in ([l-1]) a.nd in ([JO]). in the model in ([l~]) only finite regular grarnmars without recursino pro

durtions rui<•' can he t.ransformo:d in networks while ([lO]) candeal with sorne conlexí-free !anguages wíth 

thP ust• of a slack. a._<.; an auxiliary mcmory. The use of stacks for pattern recognit.ion is not \'ery naturaL lt 

is nol likcl~· tl1al human beings recognise patterns using stacks. 

6 Thring Machine SimuJation by Weightless Neural Networks 

In t.his st•rtion wt• t~xtPnd the \YN~ further (slightly and naturally) in order to simulalf' Turing mn.rllines 

([6]}. A Turing marhitu.• is a combination of a finit~ state machine with a device of infinite memory or cells 

(tapo) on whkh it can be printed and read symbols from a finite set. The tape is scanned in either left 

or righl din•rlion one cdl ata time. A WNN, and any Artificial Neural Network (At;N¡, is a finite state 

automal.a. ThP onl)' missing componen! is the access lo a. tape in a similar fashion lo Turíng machines. This 
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can he adüevt."<! hy enroding instructions from the output of a neur-al network v.rith feedbatk and ima.gine

thal the input of the uetwork is fe<! from a ta¡w. This very &M!!e tape is use<! also lo store t!Je output of the 

H('L l\'1(' raH ~ his extensipn a Turing we,·ghlh:ss nrurol network. This extatsion is not at a.ll un.realistic a .. •;; it 

may at first seem. A macro view of the human neura..l system as a neural hlack-b.ox makes the wotld outside 

play the ro~c of tlu· Turiug m;-td.line's tapz. If we are~ for example, miliug pen-a.nd-pape-r calcu!ations 1 the 

paper p!ays hoth th<' role of the input and out pul device. 

lt is important lo note tha.t the "'brain., of a Turing Mad.üne- is its: rontroi: a finit.e st~te automa.ton. The 

access toa memory d<evke (tape) is just for he!píng the computatiou: storing partía! results. What ma!.:es 

a Turing m achine computalionally pow<:rful enough a.s lo model effedi>" computations (Church-Tnring's 

Tht-,;is) is th~ scl of ¡><'rmissib!e operations on th" tape. The various d¡¡s.sícal kiuds of finite automata in 

the compul<'f science líterature can then he rougltly classified according to the set of permíssible operations 

on their tape(s). A finite state automaton (regular lauguages recognisers) llave one input and one output 

tape, hul it i' a!lowed to jusl move the heads to the right a.nd as a COilsequence is not able to reuse 

past rompulations. A pushdown automata (coutext-fre2 la.nguage> recognisers) has its access to the tape 

restrictecl to slad: opcratíons. A linear bounded automata (context S<!ll5itive langua.ges recogni.,rs) is a 

Turing machine wíth tbe restrictions that the head an not leave those cells on which the inpnt wa.s placed. 

While a Turing machinc ha•·e unreslricted access lo the tape. lt is worth point out that in the· four cases the 

tap<'s are assurned lo he infinite aud the ~brain" of each type of machine is indced a finite state automaton. 

In some cases it is importan! lo distinguish between deterministic and non determinístíc machines but thís 

ís outside tlw scope of the preseut work aud the interested reader should consult the literature (e.g. the 

da.>sic [12)). 

Our point is that ih<' fact that this memory is polcntially infinite should not be considered as a.n 

intriusícal feature of a Turing machine as has been indicat<!d in sorne neural computíng literature. The 

memory is there for use but al any time the Turing machine is not allowed to use the whole infinite resource. 

Only finite portio1ts of tite tape can be used at any sta.ge of a computation. 1t is the finitístic, repetítive and 
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uuinspired execution of imtruciÍOR8 tbat matters. And, as we saw above, the se! of permiss.ible operations 

is of fundamental signilicance. And !bese aspecls of a Turing machine capture reasonably well the notion of 

clfcctive cornputabilily. The a.ccess lo an infinite tap~ has also ob,·ious technica.l a.dvantages. We can ta.lk, 

e.g., of compulatiot" of numbcr theoretic fuuctions, f : N - ;\'. wherc N is the set of natural numbcrs, 

cven if it is no! p<>tisiblc for any cxisting devicc or any human being to a.ctua.lly compute the whole of a such 

funrtion. Tak•· as a.n example the a.ddilion of uatural numl>ers; we a.ll know how t.o perform the a.ddition of 

two givcn nuuobers, but it would not be possible for us to a.ctually compute the function + : N 2 - N for 

its whole domain of dcfinition: just imagine sulficiently large numbers ..-hose a.ddition would take us, say, a 

billion of years lo perform. Rut that is not what matters for the study of elfective computations but rather 

!he fact that thcre is something mecba.nical, repetitive. elfective, algorithmic about addilion that we can 

capture. A nd once we have lenmed how to add a finite set of pairs of srnollna.t uralnumbers we say that we 

can (in ¡>rinciple) add any two given naturalnumbers when we actually know how to perform an algorithm 

for addition. 

This idea of supplying au artificial neural networks with a head and a tape has been pul forward before 

by McCulloch and Pitts in their seminal pa.per [21] for the weighted syotems. This approach has been 

critidzed as not being truly a neural network simulation [9]. We strongly disagree with that a.nd base our 

simulation exactly on tbe idea of adding a tape toa weightles;; neural network. 

IJelow we formalise tbe intuitive notion of a Turing machine depicted a.bove. Amongst the various 

equivalen! ways of defiuing a. Turing macbiue we base ours u pon tbe nota.lion of [24j[Cbapter 2,pp. 40-97]. 

Alt hough we do not cutirely agrce with the couclusions of the book. it is nevertheless a.n cxcelleut non

s¡xriulist soun·e for thc ideas of elfective computability. And more important for us. technically, is the use 

of a binary system of coding. 

Deflnition 3 A Turing M achine M or.>er E= {0. 1} consists of: 

l. a fiuite set of states Q = {qo, .... qn} with a distinguishcd ( initial) slate. qo. 
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mearrs that th~ madüne b<?ing in tlle staie q¡ E Q and reading the symbo! u E E from the current cell 

in the tap{' wm tzJ:e the foHowin.g actions: 

e er¡;¡;e u from the cell and write u' in ita vW::e; 

o chango the int~mal sta~ from q; to q; and 

o mov<> !he head position one ce!! to !be left (m= L), one to th<> righ! (m= R) or stops (m= S) 

Rem&<k 1 Obsen:<" that by c-sking l.he &et o{ iru;trudicns to be a functinn, our delin.itina n:quires th<:t the 

ma,chine is determi,.istic and must he rompletcly specilied. This is uot much of a ( throretical) restriction 

but simplifi<'s our proof. 

The simulatkm can e6Sily he gra;;¡>M by observing that rom¡mtations in & Turing mtthine is ccmtroUed 

by tlm'~ finite slate automata: one W:ltrois the head movements, the S&On<Í oontmls tite inpnt/output and 

a third the next state. These autom2l2 mrres¡xmd to the three compoueut. in the r&JJ.ge of !he instruction 

functinn t. in Definition 3. 

We can t!ms easily see that we can Bim!!late the oohawiour of a Tnring maclllne with " single !ayer 

weightless n<'ura.l networks with feedi:>ad as in Figure 2. Every neuron is a k-RA~'i with k = flog., n 1 + l. 

The j'h- bit of the current st<~te vector 'li is link!'d (but not shown in the figure) to tÍle input terminal z,, 

l $ j $ k-1, of every neuron. Equally, the curren! symbnl o- is link!'d (but not snm•m) to the input terminal 

:q of every nenron. The first two RAM neurons (frnm top to bottom) output th<? movements with, e.g., 

L = 00, R = O 1 and S = 10; the thírd RAM neuron outputs symbols in ~2 . The remaining flog2 n l neurons 

oulput the nexl stale of the Turing ma.chine being simnlat!'d which is Lhen fed bad lo the network. The 

configuration in Figure 2 <<'present. the equation: 6(q¡,o-) = (1Ji,o-', m). We have thus sketchlly provoo the 

following: 

2 It is not difficulL to ~ thal if we were Q.o allow $}"mbo!s other than O a..nd 1, we wou!d have just Lo Md flog 2 n 1 D:earons 

and codc lhe symbols -accordingly. 
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¡1 

Figure 2: A Turing \"'eightlcss 11etwark sirnu!atillg th-e bcehaviour o.f a Thring ma.chlne. 

1 Discu.ssions and Condusions 

A study of th~ relationship between probabilistic automala and ;,veíghíless networks wa.s made. The main 

idea.s behinJ this mclhodology are: ( l) th.e proposition of a """' weightless node; (2) the proposilion of a 

new remgnition algorilhm; (3) the proof of the equivalence between probahilistic automata a.nd weig!tt!ess 

networks ami ( 4) the increa.siog of the cornputation power of weíghtless networks. 

The main strengths of the method are that: ( 1) !he ability to construct weightless networks lo recognise 

any weigllted regular la.nguage; (2) the possibility of parallel implementations in hardware for compilers 

based on weightcd regular languages and (3) to pro,·ide a delerm.inlstic decision whether a paHern belongs 

to a language or not. 

Regular grammars can be transformed in RAM nets and vice versa using the same a!gorithms of the proofs 

o[ theorems l and 2; bul where the ueuron stores O, 1 and not probabilities. Regular grammars aud RAM 
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neurons are spl'rial cases of weighted regular gra.mmars a.nd weightless neurons respectively, a.s a consequence 

it is rl<'ar that the algorithms wiU worlc for them. lt is weU knowu that RAM nets are finite state machines 

and so they are ablt' to t<'<"OJIIIÍS<' finite state languages. No wcighted regular grammar of languag<'S oth..r 

than regular ones ran be im¡>l<'mented in RAM nets, since RAM nets are finite state machines and finite 

stale machines can only recoguise regular la.nguages. lf MPLN nodes, wilh the conventional recognilion 

aJgorithm, are used instea.d of RAM, tbe functions which ca.n be recognised-wiU be the sa.me ones. The 

difference between RAM aud M PLN networks is tbe same as tbe difference between det<'rministic and non

deterministic automa.ta. lt wa.s sbown that networks constructed with the nod<'S and algoñthms in this 

paper can compute all wcighted regular languages a.nd RAM a.nd MPLN networks can only compute regular 

languages then we can condude that the model here is more powerful tha.n the ¡>revious ones. 

There are several interesling ¡wints that were not exarnined in this ¡>aper as for instance the ¡>ractical 

applications of weighted regular languages. There are weigbted regular languages which are context-free, 

context-sensitive and even re<'Ursive languages. The ¡>ossibility of dealing with weighted regular languages by 

itsclf is, then, a very good result but the practica! shortcomings of such a result was not really invéstigated. 

Clearly, this investigation needs lo done soon. 

The Turing Machine simulation is extraordinacyly sim¡>le if ooe com¡>ares with similar equivalente proofs 

using lh<' weighted niodcl [2RJ. [9]. In their approach the infinite tape is simulated ~inside~ the net vía tbe 

weights of the connfftions or _by assunúng infinite amount of nod<'S. The former requires unbounded weights 

and buth requires very intñca.te encoding. lt is wortb pointing out that, as our model is weightless, there is 

no conceiva.ble way to employ the techniques used in [29, 28] where the tape is re¡>tt>Sented in the '''eights of 

the connections. The weighted approaches differ a.mong themseh·es by using 

• infinite number of nodes: [9], [11], [29]; 

• finite number of high order nodes with unbounded weigbts: [25]; 

• finite number of nodes with linear-intercounectious but unbounded weights: [28]. lt is worth mentioning 

tltát this is achieved by using ratioual weights. 
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We could ha ve use<! an inlo-rral representation of !he Turing machiue's tape by allowing ~ infinite numb"r 

of "ouro¡¡s, a~ in {9, :19], but we find tl1at very unnatural 

Our r•'!illlts estahlish\ at. a th-t•orclicallevel, thf" re!atiouship belWN'H conv('ntionaJ and neural models of 

ro m pn lation a~td aUow for thc ( theoretica1) possibilitiC"s of us.ing AN I'~ in .. high~level" cognitive tasks su eh a.s 

nalural !o-wg11agP procetising and wcightl€:5.5 or common sense rea.soniug, that have traditionally been dea!t 

with lloe symbolic representation and processing teclmiques of Artificial lntelligence. 

In rclaaion Lo the rontrov('rsy surrounding the distinction bcl\veen symbolica!. and neura! method.s of 

computation, wc h~ve Uw prn;itiou that the two ar~ vari.:-.nts of the notion cf effect!ve computability. The 

resulls hcre giw further evidence lo that. Our earlier re.search [20}. [18], [19] can he seen asan evidence that 

nC'Uríil computing is not iuappropriate neither incompatible as a \\ay of modeliug cognitive tasks [8} and we 

claim lhat we have given furthcr evidcuce of lrus with tbe results showed in this pa.per. 

Tht:> prob!l:'m of Jearuing effective compul.a.b!e fuuctions is being investigated in [d]. 
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