RESUMEN

Se propone una arquitectura sistólica para el problema de ordenamiento. El circuito ordenador propuesto se basa en un algoritmo de enumeración, consistente en dos fases: 'ranking' y reordenamiento. 'Ranking' se realiza utilizando un arreglo sistólico, cuyo comportamiento $A^2T^2$ es $O(n^3)$. El reordenamiento es posible de realizar en tiempo constante ocupando una red $O(n^2)$, dando así un comportamiento área tiempo de $O(n^3)$.

ABSTRACT

A systolic architecture for sorting is proposed. The sorting circuit is based on an enumeration algorithm, which consists of two phases: ranking and rearranging. Ranking is done using a systolic array whose $A^2T^2$ is $O(n^3)$. Rearranging is possible to do in constant time using an $O(n^2)$ network. In this form the sorter area time behaviour is $O(n^3)$.
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INTRODUCTION

Sorting is one of the main activities in data processing. Any application that manages a file system entails sorting. Therefore, it is important to design a fast and cost effective system to handle sorting applications. Such a system could be used as a standalone, or as a special purpose processor in connection with a central processing unit.

In order to implement such a device, it is necessary to achieve a high degree of integration. A new generation of logic design has evolved with VLSI. This new technology makes possible the construction of a collection of processors organized in a regular topology in a single chip. What before was a set of chips with one processor per chip now includes many processors per chip [1].

Since a mapping of high level computations into hardware structures is possible [2], the VLSI approach could present a powerful yet cost effective solution to the sorting problem. However, a number of constraints must be considered. These constraints include limitations in the I/O bandwidth, interprocessor communication, and data routing overhead.

A high degree of throughput can be achieved in sorting by introducing systolic architecture. As the name implies, in a systolic architecture input data streams traverse the processor array in a synchronous fashion, passing through different processing elements before reaching their output. A systolic architecture is easy to implement.
not only because it has a regular computing pattern, but also because it is easy to reconfigure. A variety of outside constraints can be met, balancing the available I/O bandwidth with the host computer. This permits a sustained continuous activity of the host and the coprocessor [3],[4].

The underlying algorithm used will decide the VLSI processor structure and the degree of parallelism and pipelining. The amount of processing power one can put on a chip will depend (besides the technology) on the size of the processor and the amount of communication required between processors. Therefore, one must employ a simple algorithm that supports a high degree of concurrency with minimum amounts of communication between processors.

From the study of the existing sorting algorithms, one finds that most algorithms have one or more of the following problems, making them unsuitable for VLSI implementation:

1. Difficulty in processor-memory communication (memory conflicts) [8], [9].

2. High amount of computation required in each processor [5], [10], [11], [12].

3. High degree of communication between processors [13], [14].
There is an additional point in which most algorithms fail. The stable condition (records with equal keys retain their original relative order [15]) is difficult to achieve, and most algorithms do not treat this point or have to analyze it as a special case [5],[6],[16].

We present a VLSI sorting network that overcomes the problems discussed in the above lines. The proposed network is based on an enumeration sorting algorithm (records with equal keys retain their original relative order [15]), [1], [20], [21]. It consists of two phases: ranking and rearranging. Ranking consists of finding the rank of the elements in the group of numbers to be sorted. Rearranging places each key in its final position according to its rank.

Ranking is done using a systolic array. The area time complexity ($AT^2$) of the systolic array is $O(n^3)$ [18] using Thompson's model [5]. But Thompson's model does not take into account the complexity of the processing unit. In comparing two circuits, both having the same number of nodes, same number of steps to sort, and same degree of concurrency, the model will give the same area time complexity, even if the processing units in one circuit are $P$ times more complex than those used in the other one. Different processing unit complexities yield different areas per node and different times per step (more processing time and more communication between processors), which in practical terms, lead to different area time behaviors. Therefore, further considerations are required to compare various sorting circuits at implementation level.
Rearranging may be done in constant time at the systolic array output, using an \( O(n^2) \) network (e.g. crossbar switch). So the \( AT^2 \) of the sorting configuration will be \( O(n^3) \).

Figure 1 shows the general scheme used for sorting. As a pipeline machine, series of sequences of numbers may be pumped at the input of the systolic ranking machine, while at its output the sequences appear with its sorted indexes. This information goes to the rearranger, i.e. an alignment network [19], which takes the indexes associated to each number of the sequence, and put the number to its sorted place.

**SYSTOLIC SORTER DESIGN**

Consider a matrix of \( NxN \) processors for sorting \( N \) records. The records to be sorted are presented to the columns and the rows of processors. Each processor has a comparator performing the operation:

\[
C_{ij} = (X_i > X_j)
\]

So the rank of the \( i^{th} \) record, \( R_i \), is defined as:

\[
R_i = \sum_{j=1}^{N} C_{ij} \quad (1)
\]

Figure 2 shows the rank computation using the above definitions for \( N=4 \) and the sequence \((6,2,4,3)\). A similar approach is presented by a
$N^2$-processor-Rank sort [5]. Both approaches, however, are not stable sorting algorithms. In this case records with identical key (i.e., identical rank) present problems in the rearranging process, because the final position of the record, uniquely determined by the rank of that record, will be shared by other records with the same rank (see Figure 3).

One simple solution to this problem is to use the fact that the lower triangle is the transpose of the upper triangle, in the way the operations are defined, i.e. $C_{ij} = C'_{ji}$. Also $C_{ii} = 0$ for all $i$, so:

$$R_i = \sum_{j=1}^{i-1} C_{ij} + \sum_{j=i+1}^{N} C'_{ji} \quad (2)$$

Hence stability is maintained without using special conditions over the ones defined for sorting, which is very difficult to achieve [6], [10]. The approach in which all processors are not performing the same operation presents difficulties, especially in VLSI implementation. For example [6] has to use control signals to tell the processors which one of the two operations to perform.

So it will be sufficient to use only the lower triangular part of the matrix of processors to calculate the rank (Figure 4). This approach may be easily implemented in VLSI. Based on the lower triangular matrix, a systolic array with triangular topology can be constructed. From eq.(2), the rank of the $i^{th}$ record is the sum of two terms: one is the sum of the comparison results on the $i^{th}$ row; and the other is the sum of the comparison results on the $i^{th}$ column of the lower triangular matrix. Figure 5 shows a sorter of size 4. The inputs are records to be sorted.
while the outputs are records with their corresponding rank. The inputs, with skewed pattern (Figure 5a), are fed into the sorter both horizontally and vertically. Furthermore, each input record has a counter associated with it. The counter is used to calculate the rank of the record. A counter, with initial value zero called horizontal counter $H_i$ or vertical counter $V_i$, depending upon the corresponding record ($X_i$) is fed to the sorter horizontally or vertically.

From the above description it is easy to visualize that the hardware required to implement each processor is extremely simple.

There are two basic processing units. Units represented by the square (Figure 5a) have two inputs; one horizontal input record ($X_i$) with a horizontal counter ($H_i$) and a vertical input record ($X_j$) with a vertical counter ($V_j$). The processor performs the operation $C_{ij} = (X_i \geq X_j)$, which updates the horizontal counter. The complement of $C_{ij}$, $C'_{ij}$, is used to update the vertical counter ($V_j$). The horizontal output of a square unit is the horizontal record and its updated counter ($H_j$). The vertical output is the vertical record ($X_j$) and its updated counter ($V_j$). Figure 5c represents the logic design of the processor.

Units represented by the circle in Figure 5d perform the addition of the horizontal and vertical counter $i$, whose output is the rank of the record.
From the figures, it can be seen that each processor is independent of the other and that only a synchronization signal must go through all of them. This allows a systolic approach to the problem, which offers a high-degree of parallelism and pipelining. Figure 6 shows a pipelining application, where three sequences are sorted.

**FINAL REMARKS**

There are cases in which the sequence to be sorted is bigger than the capacity of the sorting chip, i.e. when \( m \), the size of the capacity of the sorting circuit is less than \( n \), the length of the sequence to be sorted. There are several approaches to this problem [18]. One of the ways to solve this problem is using the inherent modularity of the systolic architectures, i.e. extending the capacity of the sorter adding more sorting modules.

Figure 7a shows that any systolic sorter may be decomposed in a triangular and a square sorter. A triangular sorter is the one defined in the previous section, while a square sorter (Figure 7b) is the same one with the only difference that no additions are made between rows and columns. So the two basic construction blocks which may be rearranged as in Figure 7, may sort any sequence of numbers bigger than the basic triangular sorter size.

In order to sort sequences of \( n=k*m \) elements, it will be necessary \( k \) triangular sorting modules and \( k(k+1) \) square sorting modules. When only one sequence is to be sorted, less hardware is required if we want to
maximize the hardware utilization. In this case, only \( k-1 \) square sorters are required. This idea can be extended to a series of sequences \( p \), which is smaller than \( n \), the maximum concurrency of the configuration. The number of square sorters required in this case is:

\[
\begin{align*}
&k - 1 & \text{when } [p/m] < k - 1 \\
&[p/m] \times ([p/m] - 1)/2 & \text{when } [p/m] \geq k - 1
\end{align*}
\]

Besides the modularity, the significant features of the proposed sorting network are pipelining, a high degree of concurrency, simple processing units and a minimum amount of communication. This last point is of main importance in designing VLSI, since the numbers of layers achievable with current technology is limited.

The architectural approach for sorting presented here, i.e. a triangular systolic architecture has also been used for transitive closure [1], matrix triangularization [17], and two dimensional convolution [3]. These applications suggest that a triangular topology may be used in a wide range of complex functions. The architecture we proposed, as being an extension of a pipeline and a parallel machine, has the following advantages [3]:

1. The design makes multiple use of each data element.
2. The design maximizes concurrency.
3. Information flows in a simple way through the machine, and control is simple.
4. There are only few basic simple processing cells.
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Used Nomenclature:

$A_{i,j}$: Element $j$ of sequence $i$ to be sorted.
$R_i$: Rank of record $i$.
$S_{i,j}$: Element of $j$th position of the sorted sequence $i$.

**Fig. 1** - General scheme used for sorting.

**Fig. 2** - Rank Computation

**Fig. 3** - Rank Computation With Equal Keys.

**Fig. 4** - Modified Rank Computation.
(a) General Architecture

\[ x_1, h_1 \rightarrow x_1, r_1 \]
\[ x_2, h_2 \rightarrow x_2, r_2 \]
\[ x_3, h_3 \rightarrow x_3, r_3 \]
\[ x_4, h_4 \rightarrow x_4, r_4 \]

- \[ x_1, v_1 \]
- \[ x_2, v_2 \]
- \[ x_3, v_3 \]
- \[ x_4, v_4 \]

(b) Comparator and Adder

\[ x_i, v_i = v_j + c_{ij} \]

Where \( c_{ij} = (x_i > x_j) \)
(c) Logic design for Comparator and Adder

\[ x_i, h_i \rightarrow x_i, r_i \]

Where \( r_i = h_i + v_i \)

(d) Adder

Fig. 5 Systolic Architecture for Sorting.
Fig. 6 - Timing sequence for Pipeline Sorting.