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Abstract—In the flexible job shop scheduling problem (FJSP)
we have a set of jobs and a set of machines. A job is characterized
by a set of operations that must be processed in a predetermined
order. Each operation can be processed in a specific set of
machines and each of these machines can process at most one
operation at a time, respecting the restriction that before starting
a new operation, the current one must be finished. Scheduling
is an assignment of operations at time intervals on machines.
The classic objective of the FJSP is to find a schedule that
minimizes the completion time of the jobs, called makespan.
Considering that the FJSP is an NP-hard problem, solution
methods based on metaheuristics become a good alternative, since
they aim to explore the space of solutions in an intelligent way,
obtaining high-quality but not necessarily optimal solutions at a
reduced computational cost. Thus, to solve the FJSP, this article
describes a hybrid iterated local search (HILS) algorithm, which
uses the simulated annealing (SA) metaheuristic as local search.
Computational experiments with a standard set of instances of
the problem indicated that the proposed HILS implementation is
robust and competitive when compared with the best algorithms
of the literature.

Index Terms—flexible job shop scheduling, hybrid metaheuris-
tic, iterated local search, simulated annealing

I. INTRODUCTION

Scheduling is one of the most important problems in pro-
duction planning and control systems. The classical job shop
scheduling problem (JSP) is one of the most difficult problems
in this area. The JSP aims to schedule a set of jobs by means of
a set of machines so as to optimize some objective function
(OF). Each job consists of a sequence of operations, which
must be processed uninterruptedly on specific machines [1]–
[3].

When considering real cases, the JSP has the limitation that
each operation can only be processed on a single machine.
Therefore, an extension called flexible job shop scheduling
problem (FJSP) arises, in which it is possible that an operation
of a given job be processed in alternative machines. Thus, in
addition to having the characteristic scheduling problem (JSP),
the FJSP also has a routing sub-problem in which one has to
select an appropriate machine among those available to process
each operation [4], [5].

Figure 1 shows an example of a productive environment
based on the FJSP, where the arrows indicate the possible
paths of the jobs through the machines, thus, illustrating the

alternatives for processing the operations. The assignment of
each operation to an alternative machine implies finding for
each job a path which starts to the left of the figure and ends
to the right. In addition to defining the assignments, it is still
necessary to determine the sequences of the operations to be
processed in each machine. The description of the environment
represented in Figure 1 is intended to clarify how the FJSP
jobs can go through alternative ways through the machines:

• Job 1 has 4 operations and its first operation can be
processed alternately on machines 1 or 2. The second
operation of job 1 must be processed on the machine
1. In this way, if the first operation is also processed
on machine 1, re-circulation occurs. The third operation
of job 1 must be performed on machine 3 and the last
operation on machine 4.

• Job 2 has 3 operations, with only the second one having
processing alternatives, machines 3 or 4.

• Job 3 also has 3 operations and its second operation can
be processed either on machine 2 or machine 3.

MACHINE 01

MACHINE 02

MACHINE 03 MACHINE 04

Job 1 Job 2 Job 3

Fig. 1. Representation of a FJSP.

Because the FJSP is an NP-hard problem, the application of
exact methods becomes limited [6]. In this way, in this work in
order to solve the FJSP, considering makespan as the objective
function, we implemented a hybrid algorithm (HILS) based on
iterated local search (ILS) and using simulated annealing (SA)
as a local search method. Computational experiments with a



standard set of instances for the problem indicated that the
proposed implementation is efficient and provides high-quality
solutions to the FJSP.

This study is organized as follows. The next section presents
the related literature. Next, the problem modeling and the
proposed metaheuristic are described. Then, computational
experiments are reported followed by the conclusions.

II. RELATED LITERATURE

The FJSP was proposed by Brucker and Schlie [7], who
developed an algorithm, which solves an instance with two
machines in polynomial time. Since then, several approaches
have been proposed to solve the FJSP. Most of the works
present heuristic and/or metaheuristic approaches [5], [8].
Whereas [9] applied a branch-and-bound algorithm for the
FJSP and compared it with two metaheuristics based on Tabu
Search (TS) and Simulated Annealing (SA). More recently,
Previero [10] has employed two strategies to solve the FJSP.
The first one is an exact Branch-and-Cut (B & C) algorithm
with a variant that aggregates valid inequalities of [11] to a
model proposed by [12]. The second approach is based on
two metaheuristics: Local Branching (LB) and Diversification,
Refining and Tight-refining (DRT). The results were compared
with [12] and with those of the solver Gurobi [13]. In general,
metaheuristic-based approaches performed better in relation to
exact methods and only for 3 out of 59 instances tested did
metaheuristics not obtain the best results.

Considering heuristic methods, [14] have proposed hierar-
chical approaches, in which the assignments of the operations
to machines (routing) and the scheduling of the operations
(scheduling) were studied separately. However, most of the
works in the literature consider the two subproblems simulta-
neously, such as [15] and [16], which applied tabu search to the
FJSP (in [16] a new re-attribution procedure of the operations
was proposed). [17] presented two neighborhood structures to
improve the Tabu Search (TS) algorithm proposed by [16].

An algorithm called Effective Genetic Algorithm (eGA)
was developed by Zhang et al. [18] who adopted different
strategies for selection, crossover and mutation. The compu-
tational results show that the eGA leads to the same or better
computational time and solution quality compared with other
genetic algorithms.

More recently, [19] presented an algorithm based on SA,
with a mechanism of partial scheduling and a cooling mech-
anism, which is a function of the standard deviation. It was
found that SA with the proposed mechanism, called SA-Partial
Controlled (SA-PC), converges faster to good solutions than
without the proposed mechanism.

A metaheuristic that combines Scatter Search and Path-
Relinking with TS (SSPR) was developed by [20] for the FJSP.
The authors sought to combine the diversification character-
istic provided by Scatter Search and Path-Relinking with the
intensifying nature of TS. This method was compared with the
ones in the literature and obtained the best known values for
58 out of 178 considered instances.

Ishikawa et al. [21] implemented a hybrid evolutionary
method called Hierarchical Multi-Space Competitive Dis-
tributed Genetic Algorithm (HmcDGA). The method presented
competitive results, but with a high computational cost. A
Quantum Particle Swarm Optimization algorithm (QPSO) was
proposed by [22] to solve the FJSP. The mutation operator, a
technique that originates from genetic algorithms, is used as a
resource to help avoid premature convergence and to diversify
the solution. Another tool used by QPSO to provide greater
diversity and reduce computational cost in the search is the use
of chaotic numbers (logistic map) instead of random numbers.

Gao et al. [23] proposed a Discrete Harmony Search (DHS)
algorithm for the FJSP with multiple objectives. Posteriorly,
a variation of DHS, called Effective Operations Permutation-
Based Discrete Harmony Search (EOPDHS) was applied to the
FJSP by [24]. The authors used an operator called the Modified
Intelligent Mutation, in order to probabilistically balance the
the maximum working time of the machines during the general
search process. The results were compared with the literature
and indicated that the proposed algorithm is effective for the
solution of the FJSP.

Li et al. [25] developed for the FJSP a Hybrid Artificial Bee
Colony (HABC) algorithm based on the Artificial Bee Colony
(ABC) and TS algorithms. The roulette method and crossover
operator for bees were implemented with the aim of improv-
ing population initialization and exploration, respectively. On
average, the results presented by HABC were better than the
results presented by the other well-known algorithms used in
the comparison.

III. PROBLEM FORMULATION

The FJSP can be formulated as follows [5]: We are given
a set of n jobs to be processed on m machines; the set
of machines is denoted by: M = {M1,M2, ...,Mm}; job i
consists of a sequence of ni operations: (Oi,1, Oi,2, ..., Oi,ni

);
each operation must be executed to finish the job; the execution
of each operation j of a job i(Oi,j) requires a machine
of a given set Mi,j ; the time for the operation Oi,j to be
processed on machine Mk is pi,j,k. The following assumptions
are considered:

1) All machines are available at time t = 0.
2) All jobs are available at time t = 0.
3) Each operation must be processed by only one machine

at a time.
4) There are no precedence constraints between the opera-

tions of different jobs; thus, the jobs are independent of
each other.

5) An operation that started processing can not be inter-
rupted.

6) Transport time between jobs and machines and time to
set up the machine for the processing of a particular
operation are included in the processing time.

The FJSP can be categorized into two subproblems [5]:
1) A routing subproblem in which one has to select an

appropriate machine among those available to process
each operation.



2) A scheduling subproblem in which the operations as-
signments are sequenced on all selected machines to
obtain a feasible scheduling that minimizes a predefined
objective.

Figure 2 illustrates a disjunctive graph of a FJSP with 3 jobs
and 4 machines, which is an abstraction of the productive en-
vironment shown in Figure 1. Vertices 1 through 10 represent
the operations. Vertices 0 and 11 correspond, respectively, to
artificial operations of start and end of the scheduling. The
vertices are connected by conjunctive and disjunctive arcs.
Conjunctive arcs consecutively connect the operations of each
job, indicating the order of precedence to be respected. Arcs
that do not have definite orientation are called disjunctive arcs,
which link operations to be performed on the same machine.
It is noticed that disjunctive arcs for different machines may
be incident on a vertex, which characterizes flexibility.
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Fig. 2. Disjunctive graph: representation of a scheduling.

The FSJP graph defines a feasible solution if it is acyclic
[16]. Figure 3 exemplifies a solution obtained by defining the
orientations of the disjunctive arcs of the graph of Figure 2.
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Fig. 3. FJSP solution.

A. Hybrid Iterated Local Search

To solve the FJSP, we developed an algorithm based on
Iterated Local Search (ILS) [26]. The classical ILS considers
that generating new initial solutions through the application
of perturbations in the local optimal solution allows a better
exploration of the neighborhood by local search. Algorithm 1
presents the generic pseudocode of HILS metaheuristic, using
SA as local search.

Algorithm 1: HILS Pseudocode for FJSP.
input : ILSmax

output : Solution s
1 s← InicitalSolution();
2 s← LS1(s);
3 for i← 1 to ILSmax do
4 si ← Pertubation(s, kmax);
5 si ← SimulatedAnnealing(si, SAmax);
6 s← Acceptance (s, si);
7 end

After generating an initial solution s (line 1), HILS applies
a local search to s (line 2), in order to get a local optimum
solution and then starts the iterative process (lines 3-7). Until
the limit of ILSmax iterations is reached, HILS performs a
perturbation in the best solution s, to submit it to a local search
algorithm and then evaluate it by an acceptance criterion. In
this implementation, the parameter ILSmax is determined by
a timeout. These steps are described below.

1) Initial Solution: The construction of the initial solution s
is performed in a random way. The idea is based on randomly
selecting the jobs to be added in s, and when there is flexibility,
randomly choose one machine among the set of alternative
machines.

2) Local Search 1: The Local Search 1 (LS1) implemented
was based on the best improvement method [27] and is
presented in Algorith 2. Its behavior consists of exploring the
neighborhood of the current solution s. The strategy is divided
into two stages (a) and (b):

(a) The first step (lines 3-13) consists of obtaining, at
each iteration, a new solution s′ when performing an
exchange in the processing order of a job of a machine in
the solution s. Thus, when selecting a certain machine,
from the second job of the scheduling, the exchange is
done with its neighbor on the left. After the exchange,
the solution is reconstructed to the right of the exchange
made. Then it is evaluated if there was improvement
in the solution (s′ < s∗). If so, the best solution is
updated (s∗ ← s′). After each exchange, s is returned
(s′ ← s) and the algorithm selects the next job on the
right. The process repeats until all jobs of all machines
of the solution s have been evaluated.

(b) At the end of step (a), the algorithm begins the ex-
ploration of the solution in the neighborhood due to
flexibility (lines 15-34). The idea is for jobs that have
flexibility to make all the possible exchanges between
the alternative machines and for each exchange to ex-
plore the whole neighborhood of the machine inserted
in the solution s′ in the same way as in (a). To do this,
select a job from the flexibility list (line 16), and in
accordance with its alternative machine, the exchange
is effected in s′. Then the solution is reconstructed as
in (a). Subsequently, the algorithm evaluates whether
s′ < s, and if so, the best solution is updated (s∗ ← s′).



At the end of each exchange, the solution is returned
s′ ← s and select the next job flexJobs[k+1] which has
flexibility. This process is repeated until all flexibility is
evaluated.

Algorithm 2: Local Search pseudocode.
input : s

1 s∗ ← s′ ← s;
2 i← 1;
3 while i <= m do
4 j ← 2;
5 while j <= nmi

do
6 exchange jobs s′(mi[j]) and s′(mi[j − 1]) ;
7 rebuilds s′ ;
8 if f(s′) < f(s∗) then
9 s∗ ← s′ ;

10 end
11 s′ ← s; j ++;
12 end
13 end
14 k ← 1;
15 while k <= nflex do
16 jflex ← flexJobs[k];
17 i← machine that will be allocated the jflex ;
18 destroy the solution s′ from right to left until the

jflex;
19 insert the jflex in machine i;
20 j ← index of jflex in machine i ;
21 rebuilds s′;
22 if f(s′) < f(s∗) then
23 s∗ ← s′; s← s′;
24 end
25 while j <= nmi do
26 exchange jobs s′(mi[j]) and s′(mi[j − 1]) ;
27 rebuilds s′ ;
28 if f(s′) < f(s∗) then
29 s∗ ← s′;
30 end
31 s′ ← s; j ++;
32 end
33 k ++;
34 end
35 return s∗

3) Local Search 2 - Simulated Annealing: In the proposed
SA, we use three different ways to explore the neighborhood:
N1, N2 and N3, which are described below. The application
of a local search (LS1) is another variation proposed in the
classic SA.

The pseudocode of the proposed SA as local search is
presented in Algorithm 3. SA starts at a temperature T0, which
is decremented according to the value of α (line 23), running
until it reaches final temperature Tf . At each temperature there
are SAmax iterations (lines 5-17). At each iteration of the SA
a perturbation in the current solution takes place according

to one of the three neighborhoods (N1, N2 or N3), which
are randomly selected, obtaining s′ (lines 7-8). If s′ is better
than the overall solution, update s∗ and apply the local search
LS1 in this solution (lines 9-16). Otherwise, considering a
given priority, the search continues from s′ or s (lines 19-21).
The SAmax parameter was configured based on [19], which
defined the number of SA iterations as I = 2× (m× (n−1)),
being m the number of machines and n the number of jobs.

Algorithm 3: Pseudocode of SA with local search.
input : T0, Tf , α, SAmax, Solution s
output: Solution s∗

1 s∗ ← s;
2 T ← T0;
3 while T > Tf do
4 iter ← 0 ;
5 while iter < SAmax do
6 iter ← iter + 1 ;
7 k ← random[1, 3] ;
8 s′ ← Nk(s);
9 if f(s′) < f(s) then

10 s← s′;
11 if f(s′) < f(s∗) then
12 s∗ ← s′;
13 s′ ← LS1(s’);
14 if f(s′) < f(s∗) then
15 s∗ ← s′;
16 end
17 end
18 end
19 else
20 s← s′, with probability e

−(f(s′)−f(s))
T ;

21 end
22 end
23 T ← T × α;
24 end
25 return s∗

4) Neighborhood Structures: In order to search for better
solutions, SA has the characteristic of exploring the neighbor-
hood in an iterative way, making exchanges between neigh-
bors. In the FJSP context, moves are performed by changing
the routing (e.g. by moving an operation from one machine
to another), or by changing a scheduling (e.g. by shifting an
operation or exchanging two operations) [28], [29]. Thus, three
ways of exploring the neighborhood were used: N1, N2 and
N3, which are described below.

a) Neighborhood Structure N1: The strategy used in the
neighborhood structure N1 is based on exchanging positions
between operations on a machine. For this, we randomly select
a machine and then randomly select an operation among the
ones allocated in the machine. Only the first operation on the
selected machine does not enter the raffle. This is due to how
the exchange is performed: when selecting an operation, the



exchange move is always performed with its nearest neighbor
on the left.

In the Figure 4 an N1 exchange move is shown. Initially,
Machine 2 (M2) was randomly selected. M2 processes, in the
following order, the operations O1,1, O2,1, O3,1 and O4,1.
Then, a new raffle is carried out, and the operation O2,1 is
selected. Then the exchange is made with the operation located
to its left. Therefore, the updated sequence of operations
processed in M2 is as follows: O2,1, O1,1, O3,1 and O4,1.

OM2 1,1 O2,1 O3,1 O4,1(a)

(b) OM2 2,1 O1,1 O3,1 O4,1

Fig. 4. Exchange move: N1.

b) Neighborhood Structure N2: The strategy used in
the neighborhood structure N2 is based on exploiting the
flexibility. The method seeks to exchange an operation that
has flexibility from one machine to another. For this, a raffle
is initially realized to select an operation among those with
flexibility. The machine on which the operation is allocated
is identified. Then, randomly select another machine that can
process it and then, exchange the operation from the current
machine to the selected machine. The solution is repaired, in
order to maintain its viability.

Figure 5 presents an N2 exchange move. Initially the
operation O2,2 was randomly selected among those that have
flexibility. It was identified that the O2,2 operation is allocated
on the M1 machine. It was found that the O2,2 operation can
be processed alternately in several machines, among which
the machine M2 was randomly selected. In this way the O2,2

operation was exchanged from machine M1 to machine M2.

OM2 1,1 O2,1 O3,1 O4,1(a)

(b) OM2 2,1 O1,1 O3,1 O4,1

OM1 2,1 O1,2 O2,2
(a)

OM2 1,1

OM1 2,1 O1,2 O2,2

OM2 1,1 O2,2
(b)

O1,1 O2,1 O2,2
(a)

1Machines

(b)

Operation O1,2

2 1 2

O2,1 O1,1 O2,2

2Machines

Operation O1,2

1 1 2

O1,1 O1,2 O2,1

1Machines

Operation O2,2

2 1 2

Machines

Operation O1,1 O1,2 O2,1 O2,2

1 2 1 1

s1

s2

Fig. 5. Exchange move: N2.

c) Neighborhood Structure N3: The neighborhood struc-
ture N3 is an extension of N1, and is based on performing
the exchange of operations considering the order in which they
were inserted in the solution. For this, an auxiliary vector is
used, which stores the history of the sequence of insertion
of operations in the machines to build the solution. The N3

exchange has the following characteristic:

1) In the data structure that stored the order of insertion
of the operations in the machines, an operation X is
randomly selected;

2) If the operation Y to the left of X does not belong to
the same job as X, then the positions of X and Y are
exchanged in the auxiliary vector;

3) Otherwise, operation Y is designated as operation X.
Return to step 2.

Figure 6 illustrates a N3 move when precedence is violated.
The O2,2 operation was randomly selected. In the auxiliary
structure, which stored the order of insertion of the operations,
a search was made and it was verified that the operation O2,1

is on its left. It has been verified that the operations belong to
the same job and there will be a violation of the precedence
restriction if the exchange was made. In this way, the next
operation to the left of O2,2 was selected: O2,1. As in this
case there is no breach in precedence, the exchange was made
between O2,1 and O1,1.

O1,1 O2,1 O2,2
(a)

1Machine

(b)

Operation O1,2

2 1 2

O2,1 O1,1 O2,2

2Machine

Operation O1,2

1 1 2

Fig. 6. N3 exchange move - when the order of precedence is violated.

5) Perturbation: As perturbation strategy, is performed
kmax exchanges movements in s. In order not to make the
deterministic search, at each iteration a random selection of
N1, N2 or N3. The Algorithm 4 shows the pseudocode of
this step.

Algorithm 4: Perturbation of the HILS to the FJSP.
input : s, kmax

output : Solution s
1 for i← 1 to kmax do
2 k ← random[1, 3] ;
3 s← Nk(s);
4 end

6) Acceptance Criteria: For HILS accept an intermediary
solution si, it must be better than the current solution s. Thus,
it is evaluated whether f(si) < f(s), and if so, the solution
s is discarded and the search continues in si. Otherwise, the
search continues in s.

IV. COMPUTATIONAL EXPERIMENTS

A. Experimental Setup

To illustrate the effectiveness of the HILS algorithm de-
scribed in this article, we consider traditional sets of FJSP
instances found in the literature: HUdata [15], BRdata [14],
DPdata [16] and BCdata [30], providing a total of 178 in-
stances with different sizes and flexibility (the average number
of possible machines per operation).

The HILS algorithm was implemented in C++ language and
compiled with the Visual C++ compiler. The experiments were



run on an Intel Core i5-750 2.67GHz computer with 8GB of
RAM, using Windows 7 Ultimate 64-bit operating system. The
HILS algorithm was applied 10 times for each instance, and
the best and the average value of the makespan value found
was recorded.

In order to calibrate HILS, tests were performed with three
small, medium and large instances (mk01, 10a and mk10,
respectively). The tests were based on the methodology used
in [31], in which some fair values for the parameters are used
based on the development of the SA, then some values are
kept fixed, while others parameters are changed. The Table I
presents the final result of the calibration process.

TABLE I
DEFINITION OF HILS PARAMETERS.

Parameter Defined value Values tested
T0 100 100, 1000 and 10000
α 0.998 -
Tf 0.001 -

SAmax I I , I × 10 and I × 100
kmax I × 0.1 10, I × 0.1 and 100

T imemax 1800 600, 1200 and 1800

In order to achieve greater diversification and intensification
of the search, at the end of each iteration of HILS, the param-
eters SAmax and kmax have their values doubled (limited to
30000). Thus, with each new iteration of HILS, the solution s
will suffer a greater number of perturbations, which tends to
diversify the search, and when necessary, SA will perform a
greater number of iterations at each temperature, intensifying
the search.

B. Computational results and comparison to the literature

Is presented in Table II the summary of the results of HILS
algorithm for the HUdata set of instances, across each of
the three subsets of 43 instances: edata, rdata and vdata. For
each subset of instances, Table II shows the average value
of the best makespan (MS), the average makespan obtained
in ten runs of the algorithms for each instance (Av.) and
the respective average time required for HILS to obtain the
makespan in ten runs, in seconds (T(s)).

TABLE II
SUMMARY OF RESULTS: HUDATA.

TS [17] HILS
Set MS Av. T(s) MS Av. T(s)

HUdata/edata 1003.8 1004.8 2.8 1003.2 1004.9 289.3
HUdata/rdata 909.9 911.4 4.2 909.0 910.7 362.3
HUdata/vdata 895.6 895.9 4.3 895.4 895.7 243.2

Mean 936.4 937.4 3.7 935.9 937.1 298.3

For the HUdata instance set, the results are subdivided into
edata, vdata and rdata. The results of HILS are compared
with those generated by the tabu search (TS) metaheuristic
[17], considering that only in that work, among the ones
evaluated, the results for the HUdata the set of instances are
detailed. The HILS algorithm obtained a new best known
solution (BKS) for several instances. The results of the HILS

algorithm for the instances that generated a new BKS are
reported in Tables III, IV and V. The tables show, for each
instance (I), the best makespan value (MS) obtained in ten
runs of the algorithms, the average of the MS in the 10
executions (Av.), the average time required to get the best MS,
in seconds (T(s)) and the standard deviation (SD). Considering
that the good results generated by TS are in almost two
decades without improvement, even with the FJSP being quite
approached in that period, it is emphasized that were obtained
in HUdata set of instances, 28 new BKS. In order to do so, it
was decided to explore the ILS diversification / intensification
power for a longer period of time, which made it possible to
achieve new BKS.

TABLE III
NEW BKS GENERATED BY HILS FOR THE SET edata.

TS [17] HILS
I MS Av. T(s) SD MS Av. T(s) SD

la24 909 911.6 3.9 2.6 908 909.6 218.5 1.6
la26 1125 1127.0 5.5 3.4 1113 1118.4 1251.6 4.2
la27 1186 1188.8 9.3 3.3 1182 1186.3 633.5 3.2
la28 1149 1149.0 3.4 0.0 1147 1147.7 926.8 0.9
la29 1118 1120.6 5.5 2.9 1116 1118.6 775.7 2.3
la30 1204 1213.2 9.2 6.5 1201 1204.8 776.0 2.4
la31 1539 1540.6 9.6 0.9 1536 1540.9 388.5 2.1
la36 1162 1163.2 8.1 1.8 1160 1165.1 272.4 2.6
la38 1144 1146.6 6.9 2.6 1143 1156.1 1012.9 4.7
la40 1150 1151.6 7.8 2.6 1146 1149.4 1183.1 3.2

TABLE IV
NEW BKS GENERATED BY HILS FOR THE SET rdata.

TS [17] HILS
I MS Av. T(s) SD MS Av. T(s) SD

la03 478 478.2 1.4 0.5 477 477.8 374.5 0.4
la15 1090 1090.0 1.8 0.0 1089 1089.9 73.0 0.3
la22 760 763.6 5.1 2.1 757 760.5 1051.0 2.2
la23 842 845.2 6.5 3.0 840 843.8 640.1 2.9
la24 808 813.8 4.1 3.4 806 810.6 814.5 2.3
la25 791 794.4 3.4 2.2 787 792.9 614.2 2.7
la27 1091 1092.6 7.5 1.3 1088 1090.3 711.4 1.6
la28 1080 1081.6 7.5 1.1 1079 1080.6 517.8 1.0
la29 998 998.6 4.0 1.3 997 998.0 488.2 0.9
la33 1499 1500.0 11.5 1.0 1498 1498.9 322.8 0.3
la37 1077 1080.6 9.5 2.7 1068 1078.5 810.9 5.1
la38 962 968.0 9.3 3.7 958 969.5 671.5 8.1
la40 970 974.0 6.1 3.4 966 970.1 807.7 4.4

TABLE V
NEW BKS GENERATED BY HILS FOR THE SET vdata.

TS [17] HILS
I MS Av. T(s) SD MS Av. T(s) SD

la21 806 807.6 4.7 1.5 805 805.5 846.3 0.7
la22 739 739.8 6.4 0.8 736 736.8 1057.6 0.6
la23 815 816.0 5.7 1.2 813 813.8 1082.1 0.9
la24 777 779.0 6.8 1.6 776 777.0 836.6 0.7
la25 756 756.4 6.3 0.6 754 755.0 1099.0 0.8

Considering the BRdata dataset, the Table VI shows a
comparison of the results of the proposed HILS algorithm with
some recent and relevant works found in the literature: HABC
[25], QPSO [22], DHS [23], best results from [10], SA-PC



[19], HmcDGA [21], SSPR [20], eGA [18] and TS [17]. The
results of the Table VI are presented as follows: column (I)
lists the name of the instances and the next columns indicate
the best makespan values found by each method. At the end
of the Table VI the general mean of the best makespan values
of each method is presented, as well as the number of times
each method reached the best known solution (#BKS). The
BKS values for each instance are bolded.

When analyzing the Table VI, we realize that no algorithm
reaches the BKS for each instance. The SSPR [20] has a
slightly better performance, obtaining the best average value
of the makespan and reaching 8 BKS for 10 instances. On the
other hand, Previero [10] presented the highest mean, 6.5%
worse than SSPR, and reached only 3 BKS. The proposed
HILS reached 6 of 10 BKS, with a deviation of only 0.17%
of the mean result of the SSPR. However, when analyzing
the general mean of each algorithm, it is verified that its
performances are very close.

The results of the HILS algorithm for the DPdata set are
compared with the literature and are presented in Table VII. It
should be noted that not all references run tests on the DPdata
dataset and therefore such references are not listed in the Table
VII. It is important to note that no algorithm always reaches
a BKS. The eGA algorithm [18] obtained the best average
of the best values achieved in the set of DPdata instances.
The proposed HILS algorithm obtained only one BKS, but
presented a deviation of only 0.93% of the mean obtained by
the eGA.

Table VIII presents the results of the proposed algorithms
for the BCdata set. A comparison is made with the best results
from Previero [10], SSPR [20], eGA [18] and TS [17]. As for
the set DPdata, not all references conducted experiments with
set BCdata. On average, the results of the algorithms in this
comparison are very close. The SSPR obtained the best results,
reaching 20 of the 21 BKS and the best average value. The
HILS algorithm presented the same number of BKSs as eGA
and TS, which on average presented slightly better values.

The Tables VI to VIII presented only the best makespan
values found by the algorithms for each instance for the reason
that the works present different methodologies of presentation
of the results. In this way, as the intention is to present a
broad comparison between well known algorithms found in
the literature, we opted for this presentation format.

The detailed results of the HILS algorithm for the data sets
BRdata, DPdata and BCdata are shown, respectively, in the
Tables IX, X and XI. For each instance (I), the tables show the
best makespan value (MS) found in 10 executions, followed
by the average value of MS (Av.), the average computational
time, in seconds (T(s)) and the standard deviation (SD) of the
MS values obtained in the ten executions of the algorithm.

V. CONCLUSIONS

This study considers the flexible job shop scheduling prob-
lem (FJSP) and presents a hybrid iterated local search algo-
rithm, which uses the simulated annealing metaheuristic as
local search (HILS).

To evaluate the performance of the HILS, an extensive set
of instances obtained from the literature was used and the
results were compared with those of the best algorithms in
the literature. The computational experiments showed that the
proposed HILS algorithm is competitive when compared to
the literature. In particular, HILS was able to improve the
best known solution (BKS) for 28 of the 178 FJSP instances
considered.
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