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#### Abstract

In this work, we aim to detect car crash accidents in video. We propose a three-stage framework: The first one is a car detection method using convolutional neural networks, in this case, we used the net You Only Look Once (YOLO); the second stage is a tracker in order to focus each car; then the final stage for each car we use the Violent Flow (ViF) descriptor with a Support Vector Machine (SVM) in order to detect the car crashes. Our proposal is almost in real time with just 0.5 seconds of delay and also we got a $89 \%$ accuracy detecting car crashes.
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## I. Introduction

According to the World Health Organization (WHO) every year, 1.25 million people die as a result of road traffic crash, also between 20 and 50 million more people got injured. Moreover, $90 \%$ of road traffic deaths are in low-and middle-income countries. [13]. For example in Figure 1, we show the number of road traffic deaths by country, Indian and China have the highest mortality [12]. According to [16], the main reason for deads is the delay in reporting the accidents to hospitals and the delay in an ambulance reaching the car crash location.


Figure 1: Number of road traffic deaths.

Technology could help alerting the drivers and helping the development of better-driven behaviors [9], [24]. Moreover, it is necessary a car crash reporting system in real time, there are sensors in vehicles and surveillance video systems in order to detect road accidents and send alerts, but still, there is a lot of research to do in order to have an accurate system. That's the reason we propose a framework based on deep learning and ViF descriptor, the main goal is to have an almost real-time system that could accurately detect car crashes.

This work is organized as follow: The first have presented an introduction, the next part will show the related works, the next part will present our proposal, the next part will present our result and finally we will present the conclusions.

## II. Related Work

A lot of technologies have been applied in order to detect or avoid car accidents, such as sensors, Global System for Mobile (GSM), accelerometers, Global Positioning System (GPS), survilleance cameras, smartphones, etc. A recent work presented in [21] uses GSM and GPS with another hardware sensors that recognized crushes, when an accident occurs, the coordinates of the location of accident obtained by GPS, are sent via GSM network to user-defined mobile number. In the work of [23] is added an alcohol sensor and temperature sensor in order to detect fire. Also, in the work of [26] the accelerometer, GPS and GSM are used, but in this case, it is not installed in the car, they proposed the use of smartphones as a car crash detector. They also used the acoustic data to improve the accuracy.

Frameworks installed in smartphones with the role of driver assistant have also been research topic. In the work of [5], the authors proposed a driver assistant using smartphones, the app show traffic information and the occurrence of road incidents. Similarly, in the work of [7], is presented an app that collects information as: movement, maneuvering and steering wheel movement; then using a machine learning algorithm they predict the aggressive drivers. Moreover, in the work of [27] the smartphone's frontal camera is used in order to detect situations when the driver is tired or distracted.

In the other hand, there are systems that process the video of surveillance cameras, for example in [16], the authors proposed a three stages system in order to detect crushed cars, the first stage detect cars, then a texture descriptor with SVM is used to recognized crushed parts, finally, other classifier is used to detect car's parts in order to remove false positives, they got $81.83 \%$ of accuracy. In [10], the video frames are used in order to extract features such as the variation rate of the velocity, position, area, and direction of moving vehicles, then if the sum of variation of these features is greater than a threshold, the action is label as a car crush, regrettably they don't have enough metrics to measure their proposal. Also, in the work of [15], a Linear Discriminant Analysis (LDA) with SVM is used in order to recognized cars, also foreground
object segmentation is carried out by Markov Random field (MRF) with Bayesian estimation process, the author track all the cars for accident analysis.

Also, in [25], a tracking algorithm is presented as weighted combination of low-level features extracted from moving vehicles and low-level vision analysis on vehicle regions extracted, the author achieved a $90-93 \%$ of detection rate and $88-92 \%$ of tracking rate, they used the velocity of each car in order to detect the accidents, for car crash detection, they got a precision of $87.5 \%$. Moreover, in [22], analyzes traffic data and also, they propose a method for implement a real-time emergency vehicle detection system, they used Canny Edge Detector which tracks the red beacon signal.

Other methods as Bag of Visual Words (BoVW) is used for traffic scenes classification, as is in the case of [28], each video is encoded as a bag of SIFT feature vectors, the distribution is described by a Gaussian Mixture Models (GMM), the mean average precision on the TRECVID 2005 [14] dataset reported 60.4\%

## III. Proposal

A three-stage framework is proposed, the first stage finds cars involved in the scene, here we have used YOLO. In the second stage, we track each one saving their position for a period of time. The results are some short videos for each car. Finally, in the last stage, we take the short videos from the second stage and compute ViF algorithm, previously trained with a SVM classifier, in order to detect car crashes. Figure 2 illustrates the proposed three-stage model.

## A. Car detection

For car detection we used the YOLO net, it was proposed by [18], improved in [19] and more recently, the last version was presented in [20]. Despite other convolutional networks, it detects objects with a single pass creating a grid of $S x S$ boxes, where each box has a logistic regression and a classification method, the regression method predict each box with five values: $x, y, w, h$ and the confidence of the object being there. The classifier predicts $C$ conditional class probabilities. At the final stage multiple bounding boxes appear around a single object, so non-maximum suppression is applied in order to keep the strongest detection around a single object. The architecture of YOLO for this research project is showed in the table I] obtained from Darknet library [17]. The result in this step are the bounding boxes for each car, as shown in Figure 4

In Figure 3, the YOLO performance is showed, here, this network has a very high accuracy and more important have a very low time processing against the rest.

## B. Car tracking

We apply a car tracking algorithm each 30 frames, generating one tracker per car and saving the tracker position. Then


Figure 2: The proposed model with a simplified structure of each stage, [29], [3].


Figure 3: Comparison of YOLO and other networks, speed/accuracy trade-off on the mAP at . 5 IOU metrics. Taken from: [20]
we extract small videos, one per car. In the right of the Figure 5 we show an example, where three small videos have been extracted because three cars were detected in the first stage of the proposed model.

The car tracker used in our model is based in a visual

Table I: Architecture of YOLO

| Inicialización de pesos | kernel | stride | output shape |
| :---: | :---: | :---: | :---: |
| Input |  |  | $(416,416,3)$ |
| Convolution | $3 \times 3$ | 1 | $(416,416,16)$ |
| MaxPooling | $2 \times 2$ | 2 | $(208,208,16)$ |
| Convolution | $3 \times 3$ | 1 | $(208,208,32)$ |
| MaxPooling | $2 \times 2$ | 2 | $(104,104,32)$ |
| Convolution | $3 \times 3$ | 1 | $(104,104,64)$ |
| MaxPooling | $2 \times 2$ | 2 | $(52,52,64)$ |
| Convolution | $3 \times 3$ | 1 | $(52,52,128)$ |
| MaxPooling | $2 \times 2$ | 2 | $(26,26,128)$ |
| Convolution | $3 \times 3$ | 1 | $(26,26,256)$ |
| MaxPooling | $2 \times 2$ | 2 | $(13,13,256)$ |
| Convolution | $3 \times 3$ | 1 | $(13,13,512)$ |
| MaxPooling | $2 \times 2$ | 1 | $(13,13,512)$ |
| Convolution | $3 \times 3$ | 1 | $(13,13,1024)$ |
| Convolution | $3 \times 3$ | 1 | $(13,13,1024)$ |
| Convolution | $1 \times 1$ | 1 | $(13,13,125)$ |



Figure 4: Car detection with YOLO


Figure 5: Video extraction for each tracker (car). The left side shows a surveillance video, and the right side shows three small videos, each one generated per car. Each small video has different sizes but all of them have 30 frames.
objects algorithm with correlation filters, proposed by Danelljan et al. [4]. The algorithm consists in the translation and scale estimation of the object through a series of correlations over the Fourier domain, where each correlation filter is submitted to an online learning process..

The procedure of correlation filters since the position of the visual object, according to Chen et al. [3], can be summarized as follows.

In each frame the region whose position was predicted in the previous frame is extracted for detection. Then the features HOG [4] are extracted since the intensity level of
each pixel of the image region, a cosine window [2] is applied for smoothing a boundary effects. Next, a serie of correlation operations are performed with element-wise multiplications using the Discrete Fourier Transform (DFT), it is computated with an efficient Fast Fourier Transform (FFT) algorithm, the answer is a spatial confidence map obtained with the inverse of FFT (IFFT). The position with the maximum value located on the map is predicted as the new position of the target. Then, the features of the estimated position region are extracted again for the training and updating of the correlation filter, being part of the online learning, the IFFT is applied again to obtain the response map and another prediction, this process continous for each frame, Fig. 6

The basic mathematical description of the procedure is given from the Convolution Theorem where the element-wise multiplication is perform in the frequency domain, it can be seen in the equation 1 , where $\otimes$ is the expected correlation between the input region $x$ and the filter $h$, the IFFT operation is denoted as textit $F^{-1}$ from the element-wise multiplication $\odot$ from $\hat{x}^{\prime}$ and $\hat{h}^{*}$ computated with the Fourier Transform.

$$
\begin{equation*}
x \otimes h=\mathscr{F}^{-1}\left(\hat{x} \odot \hat{h}^{*}\right) \tag{1}
\end{equation*}
$$

The expected output of $x \otimes h$ is represented with the variable $y$, and the new instance $x$ is $x^{\prime}$, as the equation 2

$$
\begin{equation*}
y=\mathscr{F}^{-1}\left(\hat{x}^{\prime} \odot \hat{h}^{*}\right) \tag{2}
\end{equation*}
$$

finally the correlation filter is represented by a wise-element division, equation 3, from this step the training and updating is carried out.

$$
\begin{equation*}
\hat{h}^{*}=\frac{\hat{y}}{\hat{x}^{\prime}} \tag{3}
\end{equation*}
$$

## C. Car crash detection

In order to detect a car crash scene, we are going to use the ViF descriptor because of the very low cost and acceptable accuracy. The ViF descriptor regards the statistics of magnitude changes of flow vectors over time as we see in Figure 7. In order to get these vectors, [6] used the optical flow algorithm proposed by [11] named Iterative Reweighted Least Squares (IRLS), but in this context, we used the ViF descriptor with Horn-Schunck [8] as optical flow algorithm proposed by [1].

The ViF descriptor is presented in algorithm 1, here we get a binary, magnitude-change, significance map $b_{t}$ for each frame $f_{t}$. Then we get a mean magnitude-change map, for each pixel, over all the frames with the equation 4.

$$
\begin{equation*}
b_{x, y}=(1 / T) \sum_{t} b_{x, y, t} \tag{4}
\end{equation*}
$$

Then the ViF descriptor is a vector of frequencies of quantized values $b_{x, y}$. For more details you could see the work of [6].

Then the car crash detector is trained using a SVM classifier with a polynomial kernel, taking as input the result of ViF


Figure 6: General workflow for a correlation filter method, based on [3].


Figure 7: ViF descriptor in video.

## Algorithm 1 ViF descriptor

Data: $S=$ Sequence of gray scale images. Each image in $S$ is denoted as $f_{x, y, t}$, where $x=1,2, \ldots, N, y=1,2, \ldots, M$ and $t=1,2, \ldots, T$.
Result: Histogram $\left(b_{x, y}\right.$; n_bins $=336$ )
for $t=1$ to $T$ do
Get optical flow ( $u_{x, y, t}, v_{x, y, t}$ ) of each pixel $p_{x, y, t}$
where $t$ is the frame index.
Get magnitude vector: $m_{x, y, t}=\sqrt{u_{x, y, t}^{2}+v_{x, y, t}^{2}}$
For each pixel we get:
$b_{x, y, t}= \begin{cases}1 & \text { if }\left|m_{x, y, t}-m_{x, y, t-1}\right|>=\theta \\ 0 & \text { other case }\end{cases}$
where $\theta$ is a threshold adaptively set in each frame to the average value of $\left|m_{x, y, t}-m_{x, y, t-1}\right|$.
descriptor. In the experiments we use cross-validation with $\mathrm{k}=10$. The whole method to detect car crash in video is shown in Figure 8


Figure 8: The car crash detection method.

## IV. Experiment and Results

## A. Datasets

Actually, there is no a good car-crash video dataset, for that reason we have built our own dataset, Car Crash Videos (CCV). We are regarding videos from surveillance cameras for the experiments because the device (camera) has a static position, and surveillance videos are easy to collect from different web pages of videos.

As we mentioned, we used the ViF descriptor with a SVM classifier on each car after car detector YOLO. For that reason we could no train our classifier with each entire video in dataset, instead we generate small videos, as you can see in Figure 5. As the result of new small videos generation, we
got 120 normal video traffic and 57 car-crash videos, each video is 30 frames. In order to have a balanced dataset we just considered 57 normal video traffics, so in total we got 114 videos, these videos compound the CCV dataset.

In Figure 9, we could see some video frames of car crashes, in Figure 10 we see some video frames of normal traffic.


Figure 9: Some frames of CCV dataset for car crashes.


Figure 10: Some frames of CCV dataset for normal traffic.

## B. Results

In Table II we show the accuracy, AUC, recall and precision. We can see that the recall is 0.8 . That means, we have a $80 \%$ probability of detect just car crashes. In the Figures 11 and 12 the ROC curve and the precision-recall curve are presented. Despite the small dataset CCV, we have good results. Moreover, it is necessary to highlight that the dataset contains surveillance videos in the worst conditions, bad illumination, shadows, poor resolution, and the presence of wind. These conditions are a challenge for any video on image processing.

Table II: The performance of ViF on each car. The Accuracy (ACC) of the classifier were evaluated by cross-validation ( $\mathrm{k}=10$ ) and also the Area Under the Curve (AUC) is included with the Precision, Recall and the Average precision-recall.

| Metric | Value |
| :--- | :--- |
| Accuracy | 0.75 |
| AUC | 0.76 |
| Recall | 0.80 |
| Precision | 0.66 |
| Average precision-recall | 0.81 |

We also measure the time processing, in this case avoiding the time for car detection we just get a 2.15 seconds for
processing a video of 2 seconds. This is the main reason we use ViF because of its very low cost. It is shown in Table III. The measurement was evaluated in a computer with a 1.8 GHz processor.

Table III: Time processing of ViF for car crash detection.

|  | Video duration (seg.) | Time processing (seg.) |
| :--- | :--- | :--- |
| ViF | 2 | 2.1563 |



Figure 11: ROC curve of ViF performance.


Figure 12: Precision-Recall curve.

In Figure 13, we show our result in surveillance videos, as you can see, we mark the exact position of car crashes. We know that exact position thanks the tracker position in the scene. Also, in the top right corner of the Figure 13 there are two red boxes because we paint a red box for each car in the collision, sometimes just one car is detected, but it is enough in order to detect car crashes.

## V. Future work

We got good results, but it is not enough, according to ViF descriptor we just consider the optic vector magnitude,


Figure 13: Car crash detection with the proposed method.
but in car crash detection, also, the vector direction could be relevant. For that reason in future work we are planning to use these features in order to improve our accuracy.

Moreover, we have built a CCV dataset with more than 100 videos. We are planning to improve this dataset, regarding surveillance videos for the experiments.

## VI. Conclusions

We proposed a model based on car detection using YOLO, then, we track each car with correlation filters algorithm and finally we used the ViF descriptor on each tracker in order to detect a car crash.
ViF have good results and moreover, a very low processing time, that's the main reason we used it for a very fast car crash detection.
In this case we have used only the optic flow magnitude but we believe that the direction have relevant information, in future works we are going to used these features in order to improve the performance.
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