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Abstract—This article aims to present a review of the academic
literature on the search for learning objects in repositories of the
last ten years. To carry it out, first, it defined a methodology for
the search and selection of the papers to be included in this study.
Then, the bibliographic databases Web of Science, Scopus, and
Google Scholar for the implementation of the methodology were
used. Next, based on the selected documents, three strategies for
the search of learning objects were characterized, such as classic
by keywords, full-text search, and hybrids. In this sense, hybrid
solutions that use multiple integrated strategies have been gaining
importance. Finally, it was verified that the methodology used to
determine the papers of the review was adequate and allowed
an approach to the state of the art in this topic.

I. INTRODUCTION

The vertiginous advance of the Web has promoted the
development of distant education [1], [2]. In this sense, a
large number of organizations offer and share educational
resources in different formats to learners locally and globally.
These resources are called learning objects (LOs) and are
usually stored in repositories. Additionally, LOs can be tagged
through metadata to facilitate their search and recovery [2].
Accordingly, the metadata provides structured descriptions to
the LOs [1]. In the same way, several repositories can be
organized as federations, which offer a unified approach to rep-
resenting these repositories through a hierarchical system that
centralizes educational resources in a single portal, increasing
their visibility and facilitating the uniform administration of
applications to discover and access the contents of the LOs
available in a group of repositories [3].

In addition, in order to reuse and share LOs between repos-
itories, standardized protocols have been defined to catalog
them [1], [4]. Among the most important ones are the IEEE-
LOM, Dublin Core [4], Can Core and OBAA. Each one
specifies the syntax and semantics of the attributes needed
to describe a LO [3]. For example, the IEEE-LOM standard
consists of nine categories and about seventy descriptive
elements [5].

On the other hand, within the architecture of the repos-
itories, a component that is responsible for the search and
recovery of LOs is necessary. In this sense, to obtain in-
formation on the Internet there are several search engines
of general purpose, in which keywords are entered and they
return, as a result, web pages containing the keywords entered.
The paradigms used by these search engines are not the
most suitable for the recovery of LOs [6] because they have
two main drawbacks: the first is that this keyword approach

requires the advance indexing of the content of the learning
objects, not only the textual ones but also the multimedia
objects; the second is that learning objects are not semantically
related to the subject of learning [1]. These situations produce
many unrelated results for the learner [7].

Furthermore, the search and retrieval of learning objects in
repositories are mainly based on metadata [3]. In other web
contexts, full-text searches are used. In the first one, the search
is done from the metadata, in which the users pre-select and
search the individual topics of a source of information, such
as author, title, and subject; the search engine finds matches
between the terms of the query with the terms of structured
metadata and generates the results. In the second, the full-
text search, the system finds matches between the terms of
the query with the terms in the individual documents of a
repository and classifies the results algorithmically [8].

In the same vein, the use of hybrid methods has been gaining
importance, in which several methods are integrated in order
to achieve better search results, [1], [9], [10], [11].

Finally, this article proposes a review of the literature about
the search and selection of learning objects in repositories
in the last ten years. For this purpose, the methodology is
presented in the following section. In Section III the literature
on the subject is reviewed and characterized. Finally, in
Section IV, the discussion is presented; and in Section V
conclusions of this work are presented.

II. PAPERS SELECTION METHODOLOGY

According to the methodologies proposed by [12] and
[13], the following steps were followed in order to identify
the academic literature regarding the search and selection of
learning objects in repositories:

• Identifying main concepts.
• Listing related terms.
• Determination of the search equation.
• Establishing inclusion and exclusion criteria.
• Selection of papers.

It is important to note that this process is not strictly sequential,
it is also iterative [14]. As such, in the development of the
process, it was necessary to go back to previous stages in
several times.

To start, the bibliographic databases used for this review
were Web of Science (WoS) and Scopus which index peer-
reviewed publications.

The process conducted is explained below.
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A. Identifying main concepts

The summary phrase [15] for this review was "Search
and selection of learning objects in repositories". For this
reason, the concepts search engine, information retrieval, and
learning object were initially taken, which encompass the
tasks, subjects or instruments that refer to it. In this sense, the
following search equation was applied to the “core collection”
of WoS and no results were obtained. The same was done with
Scopus and only 5 results were obtained:

• TITLE ( ( "search engine" OR "information retrieval" )
AND "learning object" )

Then, the next stage of the methodology was continued.

B. Listing related terms

As proposed in [12], synonyms of the main concepts were
searched and used. For example, for learning object, terms
such as knowledge object, educative resources, educative ma-
terials, and teaching materials were used. Also, it was included
the term that encompasses the broadest category of electronic
educational technology: e-learning.

In addition, it was necessary to incorporate terms that
would mean information retrieval or search engine. In this
sense, through an exploratory task in papers, terms such as
extract, select, discover, identify, rank, classify, and deliver
were found.

C. Determination of the search equation

Based on the terms selected in the Subsections II-A and
II-B, and the use of logical operators to establish relationships
that occur between them, the search equation was established
[13]. Additionally, the wildcard symbol * was used so that
variations in the words are included in the search results
[12]. For example, educat* retrieves papers that contain terms
such as educational and educative in the title. Therefore, the
following search equation was proposed:

• TITLE ( ( search* OR retriev* OR extract* OR select* OR
discov* OR identif* OR rank* OR classif* OR deliver*
) AND ( "learning object*" OR "knowledge object*"
OR elearning OR e-learning OR "educat* resourc*" OR
"educat* mater*" OR "teach* mater*" ) )

With this last equation of search 182 papers from WoS and
789 from Scopus were obtained; some of them common to the
two bibliographic databases.

D. Establishing inclusion and exclusion criteria

First, as mentioned above, the bibliographic databases used
for this review were Web of Science (WoS) and Scopus and
all types of documents were included: articles, reviews, pro-
ceeding papers, letters, book chapters and editorial materials.

Next, with respect to the lapse of time and based on the
defined search equation, the papers of the last five years were
initially taken. With this refinement, the number of papers
obtained in both bibliographic databases was reduced to less
than a half. In addition, in a first exploration and despite the
fact that the search equation was very accurate, not all the

papers were relevant to the investigation. Therefore, it was
decided to perform the bibliographic review for the last ten
years.

Finally, according to the exclusion criteria, 602 Scopus
papers and 151 WoS papers were obtained.

E. Selection of papers

For the review, 20 relevant documents were considered. In
this respect, selection criteria were defined in the following
order:

1) For all retrieved and relevant papers, eighty percent of
the most cited papers per year (number of citations
divided by the number of years of publication), ordered
from highest to lowest. Then, ordered from highest to
lowest, the highest H index of the authors of each paper.
Finally, ordered from highest to lowest, the year of
publication.

2) Sixteen percent of the papers of the last two years (most
recent papers), not including conference proceedings, in
ascending order according to the quartile of the journal
(from Q1 to Q4). Then, sorted by the impact factor /
CiteScore of the journal. Finally, from highest to lowest,
the highest H index of the authors of each paper.

3) Four percent of conference proceedings of the last two
years, ordered from highest to lowest, the highest H
index of the authors of each paper.

4) Other pertinent articles that fulfilled one of the previous
characteristics, although they did not comply with the
search equation, which were found as bibliographic
references in previously reviewed articles.

With regard to criterion number 1, in the paper by Gaona-
García et al. [16], the measure of the number of citations per
paper is also used. This work differs from theirs, in that the
average number of citations per year is used instead of the
total number of citations per paper.

Additionally, since the criteria to determine the number of
citations per paper used by WoS and Scopus differ, it was
necessary to use a bibliographic tool in which all the papers
obtained in these two bibliographic databases were present
and that also had a unique criterion to define the number of
citations per paper. In this sense, Google Scholar complied
with these two aspects and was the only one considered.
Likewise, with this same tool, the H index of the authors of
the papers was obtained. When this information was not found
in Google Scholar, the H index was valued at zero.

Furthermore, with respect to Google Scholar, three problems
were detected in this bibliographical tool during the study
period, which generated a bias in the study. The first one has
to do with the fact that all kinds of documents are included in
the number of citations of each paper, including self-citations
and documents not reviewed by peers. Second, the process
by which papers are assigned to a specific author profile is
performed by an unsupervised algorithm, starting with the
surname and initial letters of the author’s name; it is the case
that some authors, even of a different gender, with surnames
and initial letters similar or equal, are erroneously assigned.
This situation is palliated a bit when the same author updates
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the information contained in his profile of researcher, but until
the date of the study, this was not a very generalized task
among the academic community, as can be deduced from
the inconsistencies found. The last one is that the researcher
profile in Google Scholar is associated with the researcher’s
email account and if the researcher has several accounts,
for example, the personal and institutional accounts, the tool
assigns either one to the other, or both; and in many cases,
the information differs e.g. the H index, despite being the
same researcher. However, despite these drawbacks, it was
decided to use it in the review since this bias affects the entire
population of papers considered in the review.

III. REVIEW: SEARCH AND SELECTION OF LOS

Based on the review of the papers, three strategies were
characterized for the search and selection of OAs in reposito-
ries.

• Classic search with keywords in the metadata.
• Search based on content.
• Search based on hybrid methods.

For each category, papers are presented in chronological order
from the oldest to the most recent. Table I lists the papers
reviewed in this work.

A. Classic search with keywords in the metadata

Ochoa and Duval in [17] aim to improve the present status
of the search for learning objects. To do this, they review the
literature and make a theoretical proposal to search for learning
objects based on a classification by relevance. In the review
they describe the different relevance metrics and identify three
current approaches showing, mainly, their disadvantages: first,
the ranking based on human review presents the difficulties
of being a very expensive manual process and static in time,
which does not adapt to the different user requirements. The
second, the ranking based on text similarity, has the advantage
that it is easily calculated but due to the low amount of
text in the metadata of the learning objects they lead to low
performance in the results. The third, the ranking based on
user profile, in which the topics of the user’s profile are
compared with the classification of the learning object; its
outstanding disadvantage is that it does not integrate well
with the user workflow. Hence, the authors suggest three
characteristics that a new generation of search mechanisms
for learning objects should meet, such as: taking into account
the information generated by the human user; calculating its
value automatically; and does not requiring the conscious
intervention of the user.

In addition to the review of the literature, Ochoa and Duval
[17] propose LearnRank, a metric based on different relevance
metrics. For its implementation, the RankNet algorithm was
selected, which uses a neural network to learn the optimal
ranking based on the original metrics. Furthermore, in order to
evaluate the proposal, an experiment was carried out in which
ten users participated and ten lessons were created on topics in
the computer area. The tests performed showed a significant
increase in the performance of the ranking compared with the
reference rank.

In another article by [2], the authors describe ProLearn
Query Language (PLQL): a query language for learning ob-
jects in repositories. In its definition, an exact search has been
combined through the metadata of the learning objects using
XML-based query engines and an approximate search through
keyword-based searches using information retrieval engines
such as Lucene. In this sense, the exact search is executed
first and then pruned with the approximate search. In addition,
PLQL in combination with a simple query interface (SQI) and
an application profile of LOM learning object metadata from
a European repositories federation, called Learning Resource
Exchange (LRE), performs federated searches in all those
repositories.

Biletskiy et al., in [6], propose a personalized search
approach for educational Web resources making use of the
student profile and the descriptions of the learning objects,
based on the IEEE LOM and IMS LIP standards. To carry it
out, they propose to develop ontologies of the student and the
LO. In addition, the proposed solution allows the student’s
feedback on the suitability of the educational resources re-
covered in the personalized search. Finally, for the validation
of the proposed approach, a prototype of the learning object
search and retrieval system was implemented which provides
the student with the twenty best-ranked learning objects that,
according to the authors, demonstrate the validity of the
proposal.

Yen et al. [18] propose a process flow to help users retrieve
learning objects in federated repositories (under the SCORM
and CORDRA specifications) that the authors call "Guided
Search" based on ranking metrics and a more efficient search
algorithm. To carry it out, three steps were proposed. First, the
use of weighting metrics of learning objects based on time
series and a social assessment mechanism inspired by Web
2.0 and social networks. Then, the ranking metrics were used
to retrieve the learning objects in a specific order according
to the users’ query. Finally, the tool called «Search Guider»
helps users to recover relevant learning objects according to
their needs.

Based on the process flow proposed by [18], on a developed
system called «MINE Registry» that stores and shares around
21,000 learning objects, an experiment is conducted in three
stages. In the first stage, the overall performance of the MINE
Registry is evaluated, in which high values of the precision
measure were not obtained, but on the recall measures were.
In the second one, the performance is compared with three
other known methods (grid, ontological, and inference network
approaches) and close results were obtained. Finally, the
guided search is evaluated in which shorter times for users
were achieved.

In the work of Hsu [19], a Multi-layered Semantic LOM
Framework (MSLF) is proposed to integrate Semantic Web
technologies in LOM, in order to overcome the weakness
of LOM with respect to its lack of semantic metadata. This
framework was used to implement an intelligent prototype
LOM, to find relevant learning objects in a repository, called
LOFinder; which consists of four main components, namely:
the LOM base, the knowledge base, the search agent, and the
inference agent. In addition, LOFinder integrates three learning
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Table I
LIST OF PAPERS ON SEARCH AND SELECTION OF LEARNING OBJECTS IN REPOSITORIES

Paper Category Cit. Cit./year Experim./Evaluation Methods, Techniques, Tools
Ochoa 2008 [17] Metadata 103 10.3 10 users, 10 lessons Learning to Rank (Ranknet)
Ternier 2008 [2] Metadata 62 6.2 European repositories federation XML-based query engine, keyword-based search, Apache Lucene
Biletskiy 2009 [6] Metadata 52 5.8 50 LOM documents, an artificial

learner profile and another one real
Ontologies

Yen 2010 [18] Metadata 64 8.0 21,000 LOs, 3 topics, 40 users PageRank, time series, social evaluation mechanism, cosine similar-
ity

Hsu 2012 [19] Metadata 30 5.0 Java-based prototype, 125 LOs,
217 relations between LOs, 9 rules

Ontology-based reasoning, rule-based inference

Yigit 2014 [4] Metadata 16 4.0 The SDUNESA software, 12 in-
structors, 7 criteria

Multi-criteria decision making (MCDM) method, AJAX, XML and
SOA Web Services, Analytical Hierarchy Process method (AHP)

Sabitha 2016 [20] Metadata 10 5.0 4 learning styles, 1,026 LOs, 35
metadata attributes

Fuzzy C-Means clustering

Barbagallo 2017 [21] Metadata 1 1.0 13 health professionals, validated
in the osteoporosis domain

Ontologies, NLP tool ALCHEMY, MOODLE LMS, MySQL

Koutsomitropoulos 2017 [22] Metadata 0 0.0 Integration with the eClass LMS Ontologies, Automatic Query Expansion (AQE)
Hassan 2011 [7] Full-Text 14 2.0 Dataset in computer science do-

main, 14 topics
Classifiers: Naive Bayes, Support Vector Machines, and support
vector regression

Zeng 2017 [23] Full-Text 3 3.0 7,510 diabetic questions, 144 dia-
betic patient educational materials

Topic modeling using Latent Dirichlet Allocation; semantic group-
based model; TF-IDF; Vector Space Model; Cytoscape; Apache Tika

Rahman 2017 [24] Full-Text 0 0.0 36 first-year undergraduate stu-
dents

Fuzzy classification, C4.5 algorithm, Google search

Gasparetti 2018 [25] Full-Text 0 0.0 Dataset of three collections of dif-
ferent domains

C4.5 decision tree, multilayer perceptron neural network, Naive
Bayes classifier, Tagme annotation tool, Wikipedia like weak on-
tology, Feature Information Gain to feature selection

Cernea 2008 [26] Hybrid 29 2.9 Latent Semantic Indexing, collaborative tagging, folksonomy, Pear-
son Correlation Coefficients

Lee 2008 [1] Hybrid 95 9.5 2 datasets, 6 topics, Java Learning
Object Ontology

Ontologies, Automatic Query Expansion, ambiguity elimination
function

Zhuhadar 2008 [27] Hybrid 41 4.1 A training set, 10 concepts, 28 sub-
concepts and 2,812 documents

Ontology, clustering, cosine similarity, TF-IDF, semantic web

Khribi 2009 [9] Hybrid 337 37.4 Data file obtained from 11,542 ses-
sions

Cosine similarity, Apache Nutch search engine, association rules,
collaborative filtering; content based filtering

Shih and Seng 2009 [28] Hybrid 32 3.6 Web-based prototype, 20 elemen-
tary school students

Apache Lucene, expert system shell DRAMA, Automatic Query
Expansion, ontologies, inverted file indexing, Ontology Building
Algorithm, cosine similarity

Zhuhadar 2010 [10] Hybrid 12 1.5 The HyperManyMedia search en-
gine

Hand-made ontology, VSM, cosine similarity, K-way clustering,
Bisecting K-Means, recommendation as Rule-based

Atkinson 2014 [11] Hybrid 12 3.0 Web-based prototype, 3,300 LOs,
500 web documents, 16 teachers

Machine learning methods: Named-Entity Recognition, Naive Bayes
classifier; and Natural Language Processing (NLP). WordNet (AQE),
LSA, Formal Concept Analysis, VSM, cosine similarity

object recovery approaches such as LOM metadata, ontology-
based reasoning, and rule-based inference (LOM metadata,
ontology-based reasoning, and rule-based inference).

In the work of Yigit et al. [4], SDUNESA repository
software is presented to store, share and select learning objects.
It was implemented with Web 2.0 technologies such as XML,
AJAX, and SOA Web Services. Furthermore, the analytical
hierarchy process (AHP) was used for the selection of the
learning objects, which is part of the multi-criteria decision-
making (MCDM) methods. In this sense, for the definition of
the AHP criteria for the selection of learning objects, twelve
instructors who work in the computer engineering department
of a university were interviewed. In addition, seven qualitative
and quantitative criteria were defined (with their respective
sub-criteria) such as the type of learning resource, format,
difficulty, level of interactivity, semantic density, the expected
role of the end user, and structure. In this study, no evaluation
and comparison tests are done with other methods.

Sabitha et al. [20] propose a data mining approach by
clustering, according to the attributes of the metadata and the
learning styles of the students, for the particularized delivery
of learning and knowledge objects to learners. To achieve
this, the learning objects are mapped into four dimensions
of learning styles (participation, processing, presentation, and
organization) and then grouped by fuzzy c-mean clustering.
The authors conclude that this approach achieves a more

personalized and authentic learning experience.
In the paper of [21], the ELSE system (E-Learning for the

Semantic ECM) is presented, which integrates semantic search
methodologies and e-learning technologies, which allows the
creation of customized courses according to the student’s re-
quirements and preferences. It is based on a reference ontology
that contains the concepts and relationships of the particular
domain, selected by a panel of experts in that domain. In ad-
dition, students can choose a combination of the inductive vs.
deductive and sequential vs. global approaches for the course;
and also specify their training needs starting from the ontology.
In this sense, the semantic similarity method SemSim [29] is
used. It also allows integration with the MOODLE platform.
Finally, it was validated in the osteoporosis domain and in
general, the judgment was positive both in terms of usability
and personalization.

In the work by Koutsomitropoulos et al. [22], it is men-
tioned that instructors and students are faced with two major
problems when using digital educational resources: the first,
is the difficulty to discover and retrieve material complemen-
tary to the courses; and in the same line, the second, the
excessive manual work in the queries and the selection of
educational material, based on the results. Therefore, they
propose a framework and a service to face these problems,
making use of the expansion of queries based on keywords
that describe a particular course. This service is composed
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of three main components: the development of a thesaurus
under ontologies; a subsystem of management of learning
objects; and finally, a semantic middleware to evaluate the
semantic relevance between the keywords and the thesaurus,
to perform the query expansion and conduct the federated
search in remote repositories. In this sense, the authors suggest
that the expansion of the query contributes to an improved
recovery. Finally, they state that a prototype of the proposed
system is in operation for university’s online courses.

B. Full-text search

In the paper of [7], the possibility of automatically identi-
fying educational resources was evaluated, for which experi-
ments were carried out with a dataset constructed on fourteen
topics of computer science and manually annotated. In these
experiments three classifiers were used: Naive Bayes, support
vector machines and support vector regression. In this way,
the authors conclude that the educational value of a learning
object can be automatically assigned with high precision.

In the work of [23], a study is presented in which three
information retrieval algorithms are compared for the recom-
mendation of educational materials about diabetes for ques-
tions asked by patients. In this sense, the authors point out the
importance of satisfying the information needs of patients, in
order to facilitate self-management and care of their disease.
To carry it out, they assessed the algorithms of vector space
modeling (as baseline), Latent Dirichlet Allocation, and se-
mantic group-based model on educational materials from the
Mayo Clinic database and questions obtained from patients
in the TuDiabetes web forum. In addition, for its evaluation,
the precision metric of the top-ranked documents was used.
According to this, it was determined that: the vocabulary of
the language used in the educational materials is different from
that one used in the forum of questions; the topic modeling-
based model had better performance and has the potential to
accurately recommend educational materials; and, finally, this
one can mitigate the difference of vocabularies between the
educational materials and the questions.

Rahman and Abdullah [24], in their article, propose a
framework for the use of learners, within an institutional
instructional environment, and that adds to Google Search
an ability to filter their results based on their academic
background, the behavior of learning when they use the search
engine, and the behavior patterns of other students. To achieve
this, the framework makes use of dynamic student profiles
and a grouping algorithm. In addition, this proposal seeks
to overcome the difficulty of generic search engines in the
sense that they do not take into account the differences in
the learning profiles of users and that, according to a reported
study, only 8% of the results were of educational resources ac-
cording to the learner’s query. On the other hand, the proposed
framework consists of two modules: one, the dynamic profile
of students created from their academic record; the other, the
re-rankig of the results of Google Search based on the profile
of the learners. According to that, students are classified as
beginner, intermediate or master through the C4.5 algorithm
of the decision tree. Furthermore, the framework was tested

through a prototype in 36 first-year undergraduate students at
the University of Malaya, showing that the application was
able to customize Google Search results according to the
particular needs of the students.

Gasparetti et at. [25] propose an approach for the identi-
fication of prerequisites of textual learning objects, through
machine learning. To carry it out, the learning objects are
tokenized, their terms labeled and the semantic relationships
between the terms are extracted. This last task is carried
out with the use of Wikipedia, which is considered a weak
ontology, using the Tagme annotation tool. Next, the recog-
nition of requirements is performed using automatic learning
classification algorithms such as C4.5 decision tree, multilayer
perceptron neural network, and Naive Bayes. Finally, to eval-
uate the accuracy of the approach, experiments are conducted
on real online courses in different domains.

C. Search based on hybrid methods

Cernea et al. [26], in their paper, propose an architecture
called SOAF (for its first letters in Spanish of "semantics
of learning objects based on folksonomies") for the semantic
indexing of LOs in repositories. In this sense, the metadata
used in indexing, through Latent Semantic Indexing, are ob-
tained through three sources: the automatic semantic indexing
based on the low-level characteristics of the learning objects;
the descriptors supplied by the authors; and the collaborative
annotations of the learners. In addition, with respect to tags
and before being incorporated them into metadata, they are
processed through a collaborative filter based on user profiles
and linked to an ontology of a specific field.

Lee et al. [1] propose an approach based on ontologies for
the semantic-aware retrieval of learning objects, which has
two characteristics: the first, an automatic expansion algorithm
based on ontologies; and the second, an ambiguity elimina-
tion function to adjust the unsuitable query terms. With the
proposed model, the authors point out that two drawbacks of
traditional information retrieval technology based on keywords
of the Salton vector space model are overcome. The first
drawback is the need to index the content in advance, which
may fail in the case of learning objects given the broad context
in which they are immersed, which may contain multimedia
elements difficult to include in the index. The other one has
to do with the presence of learning objects, not semantically
related, that have common keywords. In addition, for the
recovery of learning objects in the repository, indexed in a
standard way, they are searched in the same way as in the
ontology assistant system.

To corroborate the model proposed by Lee et al. [1] exper-
iments were conducted on the automatic expansion algorithm
and the semantic-aware learning object retrieval, compared to
the performance of traditional keyword-based recovery tech-
niques. The performance was measured based on three metrics
used by the information retrieval community: precision, recall,
and F-measure. In all the results, the proposed approach
overcame the traditional one, based on keywords.

In the paper by Zhuhadar and Nasraoui [27], the authors
present an e-Learning platform for the personalized recovery
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of learning objects that make use of the standards of the
Semantic Web to represent the contents and profiles of users
as ontologies and re-ranking the search results based on how
the terms are assigned to these ontologies. To achieve this,
they propose a three-layer architecture: semantics, algorithms,
and personalized interface. In this sense, in the first layer,
a semantic profile of the student is elaborated based on his
search history; queries are constructed with keywords related
to the student profile, the courses and the most significant
terms of each concept; and a taxonomy of all the documents
of the repository is extracted, clustering them in categories
finer than those given by the colleges. Then, for a given
query of a student, documents similar to the terms of the
query are retrieved; these results are re-ranked according to the
semantic profile of the student and the most similar clusters
of concepts. Finally, the authors state that their results show
the effectiveness of the re-ranking of search results based on
the semantic profile of the student.

In the work by Khribi et al. [9], a personalized online
recommender system for students is proposed, which does not
require explicit feedback. The recommended learning objects
are calculated based on the student’s recent browsing history,
as well as the content of the learning object and the exploita-
tion of similarities and differences between the preferences
of the students. For the recommendation of the learning
objects, a hybrid system is used, where the results of two
recommendation approaches are combined and integrated: one,
a cascade collaborative filtering, increased by recommendation
by content of the learning object; and another, a recommen-
dation approach based on weighted content and collaborative
filtering based on the learner’s profile. Both techniques are
executed separately and the results are integrated into a single
recommendation set. Equally important, to improve the rec-
ommendation based on the content, made through the Apache
Nutch search engine, the content of the LOM educational
metadata that provides additional information of the learning
objects are added, automatically, to the native index generated
by the search engine (inverted index). The results are sorted
through the cosine similarity (TF-IDF vector).

In [28], the Shih and Tseng paper, a ubiquitous learning in-
formation retrieval system context-based is proposed, founded
on instructional strategies and goals. The proposed system is
composed of four components: the user interface for the input
of the query and the detection of the context, mainly related
to the student’s location; the expansion of the query by the
inference of rules; the recovery of content; and the construction
of ontology and the generation of rules. In this context, for
the search and classification of teaching contents, a combined
technique of similarity based on keywords (full text through
the cosine function) and on metadata (based on the number
of matching attributes) was used. In addition, to evaluate the
system, a prototype was developed that was tested in a primary
school and three experiments were conducted with 20 of its
students. Finally, the authors present three results: the first, the
proposed system can improve the recovery performance based
on the context (in a ubiquitous learning scenario); the second,
according to a survey conducted, shows that it is feasible for
teachers to help the system generate a simple ontology based

on a predefined course scheme; and the third, the results show
that expanded queries work better than the original.

In the work of [10] the implementation of a hybrid rec-
ommender system of learning objects based on two types of
recommendation is presented: the first, content-based recom-
mendations through ontology; the second, rules-based recom-
mendations founded on the interests of the student. The results
of both recommenders are combined according to different
weights. Additionally, for the content-based recommender
design, a hand-made ontology from a coarse-grained taxonomy
was constructed on 7,424 documents (in English and Spanish)
from the repository of Western Kentucky University. Further-
more, the ontology of each learner is extracted, based on their
preferences, from the general ontology of the repository and
is a subset of it. Finally, based on the results, the authors
highlight the effectiveness of personalization in the search
engine of the recommender system.

Atkinson et. al [11] propose an approach in which they
make use of several paradigms for the semantically guided
extraction, indexing, and search of educational metadata found
on the Web, in order to identify educational resources and thus
help teachers in this task. In this sense, the proposed model
incorporates automatic learning techniques, formal analysis
of concepts and natural language processing algorithms. To
validate the model, a Web-based prototype was implemented
and 500 documents were extracted with which three types of
experiments were carried out: one, parameters setting; another,
classification accuracy; and the third, quality of the extracted
metadata. For the latter experiment, 16 secondary school
teachers participated. The authors mention that promising
results were obtained and pointed out that the semantically
guided metadata extraction can improve access and use of
educational resources present on the web.

IV. DISCUSSION

According to the results obtained with the methodology
used, searches based on metadata represent most of the papers
reviewed, followed by hybrid search and, to a lesser extent,
full-text search (see Figure 1). However, if the comparison
is made by citations, the hybrid search of papers represents
a very high percentage of the total (see Figure 2) and the
full-text search of papers takes a very low value. This seems
to indicate that, although research is still being conducted on
metadata searches, the academic community is giving a greater
preponderance to research on hybrid searches.

Another aspect that the review shows is the use of the
automatic expansion of queries in 20% of the papers reviewed.
In this way, it is possible to increase the recall while main-
taining precision [22]. Likewise, the use of the student profile
is proposed in 30% of the works to achieve more personalized
results.

On the other hand, in 40% of the papers, the use of ontolo-
gies is considered in order to incorporate the semantic search
under specific domains. Thus, it is intended to overcome the
weakness of the current LO standards with respect to the lack
of semantic metadata [19]. Also, for more general domains,
the authors start experimenting with weak ontologies such as
Wikipedia [25].
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Figure 1. Papers by search category

37%
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Figure 2. Citations by search category

Furthermore, in hybrid searches, methods and techniques
of machine learning, neural networks, fuzzy logic, natural
language processing, and data mining have been incorporated.

V. CONCLUSIONS

A review of the literature on searches of learning objects
in repositories was conducted. For this, a methodology was
implemented to select the papers to be reviewed. In this line,
it incorporates the use of Google Scholar as a tool to unify the
way of counting the number of citations per paper. In addition,
it gives the possibility of knowing the H index of the authors,
in most cases. However, although it presents some biases, they
apply to the entire population. Therefore, it was used. Finally,
it was verified that the methodology used to determine the
papers of the review was adequate and allowed an approach
to the state of the art in this topic.

On the other hand, it was found that although the search for
LOs through metadata continues to be preponderant, the hybrid
search has attracted the interest of the academic community,
as shown by a large number of citations. Similarly, it was
verified that in order to improve the search results, the use of
ontologies is proposed although it remains, for the most part,
in specific domains. Additionally, in several works, the use

of the user profile is proposed to achieve more personalized
results. Last but not least, also in several papers, it is proposed
to integrate the automatic expansion of queries with searches
to improve recall.
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