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Abstract 
This paper aims to present an improvisational multi-agent architecture that includes improvisation as a capability for 
rational agents to handle problems that weren't anticipated in the planning of its course of action. Usually, when 
rational agents are in a problem-solving process they apply traditional re-planning techniques to solve unexpected 
problems. Re-planning techniques have several limitations such as possible exponential complexity and inadequacy 
for a world characterized by unpredictable events. Our proposal allows agents to give rapid answers to unexpected 
situations, independently of having explicit knowledge directly applicable to such situations. We allow agents to be 
capable of improvising behaviors using the resources readily available to them through an improvisation process 
based on analogy by similarity. 
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1 Introduction 
 
Often, an artificial agent has the capabilities of reasoning, learning and communicating with other agents. Reasoning 
is used by a rational agent to solve problems in a complete and correct way. To do that rational agents plan their 
course of action in advance, trying to anticipate the future. However, real environments may change while an agent 
is reasoning about how to achieve some goal, and these changes may undermine the assumptions upon which the 
agent’s reasoning is based. Agents in real, dynamic environments need to be receptive to many possible unexpected 
situations, which do not typically arise in a neatly sequential fashion. Agents need to reason about their actions [1]. 
To do that they have to know when new facts and opportunities happened and they have to adapt their selves to each 
current situation. Two alternatives broadly used in treating dynamic environments are probabilistic reasoning and re-
planning that can be adapted through learning processes [2]. An alternative way, proposed by Hayes-Roth and Doyle 
[3] pointed out that when people are in front of unexpected situations, that demand a rapid and spontaneous answer, 
they use their capability for improvisation. For Hayes-Roth and Doyle in this kind of situation it is sometimes better 
to improvise than to re-plan. 
The capability to produce spontaneous answers is particularly important for interface agents that can be personified 
through animated characters or human faces. Some researches have shown that users apply social rules to computers 
[4] [5]. So, as human agents, rational agents have to present coherent, interesting and believable behaviors, bringing 
the illusion of life to agents and making the user to suspend his disbelieves [6]. To do that, the agents have to be 
believable both in an expected and an unexpected situation. 
To be believable in the first case, the agents can use what we call implicit improvisation. By implicit improvisation 
we mean the ability to incorporate predictable alternative courses of actions. In this way, we change planning to 
implicit improvisation because it is more reasonable to guide agents with an abstract course of behavior than to 
direct them with a complete course of actions. Implicit improvisation is treated using an approach based on 
constraint satisfaction. 
In the other case, the agents can use what we call explicit improvisation. By explicit improvisation we mean the 
ability to treat an unpredictable known event using improvisation techniques explicitly. With explicit improvisation 
we aim to introduce the concept of improvisation in the problem-solving process of rational agents, treating 
improvisation in this case as a process based on analogy by similarity. 
In this paper we present an improvisational multi-agent architecture that incorporates the changing of planning to 
implicit improvisation and the introduction of explicit improvisation in problem-solving for rational agents. The 
architecture is based on the ideas of Improvisational Theatre. So, agents can assume one of the three possible roles: 
director, actor and director-actor. The director-actor is a mixed role of the director and the actor. These roles imply 
two possible architecture’s configurations: centralized and decentralized. The first one is composed by one director 
and several actors. The second one is composed by several directors-actors. In order to show how to incorporate the 
two kinds of improvisation in rational agents we are going to focus on the director’s improvisation. As the process 
of implicit improvisation  was already described in [7], this paper presents the explicit improvisation emphasizing 
the director’s functions. 
Related works on improvisation, such as Virtual Theatre Project [8], Oz Project [9] and Improv Project [10] have 
focused just on predictable known events, using approaches like planning and implicit improvisation. All these 
works focused the actors role and didn’t exam the director role. Our proposal is a novelty because it treats explicit 
improvisation based on the directors’ abilities of handling problems that weren’t anticipated in the planning of the 
play. 
 
2 Improvisation and Analogy by Similarity 
 
According to Spolin [11], improvisation is related to the spontaneity to act in a world that is in constant motion. In 
this way, the idea of improvisation is implicitly appeals to informal and spontaneous behaviors, that had had no 
previous preparation. One of the first kinds of improvisational theatre was in the Commedia Dell’Arte. In 
Commedia, dramatic text was replaced by canevas, a kind of plan which contains only the main facts in a sequence 
that makes possible free improvisation by comedians [12]. In traditional theatre, on the other side, representation has 
always been thought of as something organized in advance. Chacra [13], however, pointed out that improvised and 
planned representation are only different poles of the same subject, determined by degrees that make the theatrical 
presentation more or less formalized or improvised. If actors intend to use improvisation they explicitly are 
integrated in what is called Improvisational Theater. So, they don’t prepare in advance all their actions and speeches, 
they consider the moment of spontaneity. The moment of spontaneity acts in two kinds of improvisation already 
mentioned: implicit and explicit improvisation. Implicit improvisation involves text improvisation (which occurs 
through the set of phrases and non-verbal behaviors that are left open in the play for the free interpretation of the 
actors) and personality improvisation (which is related to the way an actor interprets one character, considering its 
various physical and psychological characteristics). Explicit improvisation involves problem-solving improvisation 
which occurs when an agent doesn’t have a plan that can be immediately applied to an unexpected situation. In this 



case, the director is responsible for helping actors to find solutions to unexpected problems. The director needs rapid 
answers to unexpected situations and he uses readily available resources to produce that answers. One approach that 
gives rapid answers and uses past experiences (resources) to produce new solutions for unexpected problems [14] is 
analogy by similarity. So, in order to handle problems that weren’t anticipated, the agents implement problem 
solving improvisation as a process based on analogy by similarity.  
In the absence of relevant specific information, traditional position in analogy studies has been that the most similar 
analogous brings, with higher probability, a correct solution. Russell [15] shows how a statistic analysis can be 
executed in order to produce a successful analogy, using only the supposition that there are some relevant 
characteristics in both source and target descriptions.  Russell [15] and Davies [16] uses the theory of determination 
to provide a notion of relevance. This theory supports that as known similarities are (partially) relevant to inferred 
similarities, the analogical inference is guaranteed to be (partially) justified. In this way, Russell [14] proposes that 
at least one aspect of analogical reasoning consists of a probabilistic process of partial determinations. Through this 
probability the most similar analogous is guaranteed to be the most suitable analogy. When there is a higher number 
of relevant attributes it is necessary a closer overall match to ensure that relevant similarities are indeed present. 

A simplified model for analogy in a database is: there is a target T described by m attribute-value pairs, for which 
we want to find a value for another attribute Q. There are several sources S1, ..., Sn (analogous) that have values for 
the attribute Q as well as for the m attributes known to for the target [14]. The similarity s is defined as the number 
of matching attribute values for a given target and source and the difference is defined by     d = m – s. Assuming 
that there are r relevant attributes to find out the value of Q, p(d,r) is defined as the probability that a source S, 
differing from the target in d attributes, matches it on the r relevant attributes. p(d,r) is calculated using a simple 
combinatory argument [14]. Let Nm be the number of choices of which attributes are relevant such that S matches T 
on those attributes. Let N to be the total number of choices of relevant attributes. Then, [14] states that: 
 
   p(d, r) = Nm / N   =                                        ( r > = 1)     
 

This probability will guarantee that the most similar analogous is the most suitable analogy. 
 
 
3 Improvisational Multi-Agent Architecture 
 
This section presents an improvisational multi-agent architecture based on the ideas of Improvisational Theatre. In 
the proposed architecture, agents are responsible for the creation and presentation of some contents. In order to do 
that, they can assume one of the three possible roles: director, actor and director-actor. The director has to 
coordinate actors, informing to them their courses of actions, called scripts, and help actors to solve unexpected 
problems. The actors have to follow the director’s instructions while improvising behaviors appropriate to each 
situation. The director-actor is a mixed role that agents can take, where they manage both responsibilities, of actors 
and directors. The architecture is improvisational in the sense that it includes improvisation in both actor and 
director functions. This makes possible the incorporation of implicit improvisation (including text and personality 
improvisation) related to predictable and known events and explicit improvisation (meaning problem-solving 
improvisation) related to unpredictable known events. Actors and director execute these kinds of improvisation in 
different levels of abstraction. The director is involved in the preparatory phase of improvisation and actors are 
involved in the execution phase. 
Each agent, independently of its role, is organized around a two-level architecture. The higher-level contains 
processes related to the agents’ cognitive capabilities and the lower-level, processes related to perception and action 
on the environment. In order to support the two kinds of improvisation mentioned before, the definition of the 
higher-level is based on the improvisational director’s processes [11] and is composed by knowledge acquisition, 
intentions building and problem-solving improvisation, as shown in figure 1. 
 
 
 
 
 
 
 
 

Figure 1: Improvisational Multi-Agent Architecture 

Implicit improvisation is executed through knowledge acquisition and intentions building modules as a process of 
constraint satisfaction that already were described in [7]. The knowledge acquisition obtains information about the 
actors’ courses of actions, composed by a sequence of, more or less abstract, activities and contents to be presented 
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through those activities. Based on that, the intentions building module constructs intentions for the actors. The 
intentions are also called abstract scripts because they are abstract plans that guide, but don’t determine, the agent’s 
behavior. Explicit improvisation is executed by problem-solving improvisation module as a process of analogy by 
similarity. The next sections present how explicit improvisation is performed in the problem solving process, 
considering the director role. 
 
3.1 Problem-Solving Improvisation Module 
 
After acquiring knowledge, building abstract scripts of behavior and sending them to actors, the director waits for a 
perception. A perception structure is composed by: a type of perception, agent identification (id) and object 
description. If the type of perception is fail, the agent id indicates which agent asked for problem-solving and which 
intention (abstract script of behavior) needs improvisation. The object description has the same set of attributes of a 
means object (see below). A fail action is generated by an actor when occurs an event that is unpredictable for its 
course of action. This event can generate two different situations. In the first case, it may happen that the agent has a 
piece of knowledge that can be directly applied to solve the problems cause by the situation. So it could use re-
planning, although this it sometimes not the most appropriated solution, as we mentioned before. In the other case, 
re-planning is not applicable because the agent has no knowledge on how to behave in the situation. In both 
situations the problem can be solved by improvisation based on analogy by similarity. 
 
3.1.1Ends Objects and Means Objects 
 
We assume that, in an analogy, both source and target objects are described through a generic object model. In this 
model, the objects are of two kinds: ends and means. Each kind of object is described using sets of attributes.  
Objects classified as ends are related to the agent’s goal, in a specific course of action. Objects classified as means 
are related to the way a specific course of action is performed. The set of attributes for ends are: objective, effect and 
particular characteristics; and the set of attributes for means are: possible uses and particular characteristics. The 
possible uses group has a list of uses for an object. The particular characteristics group has a set of attribute-values 
pairs that specify the characteristics of the object. The values for attributes (objective, effect, list of possible uses 
and particular characteristics) depend on the application domain.  
One ends object can be related to a means object by its particular characteristics. For instance, one ends object can 
have as particular characteristic the name of a means object that should be part of its course of action. 
 
3.1.2 Kinds of Improvisation for Problem Solving 
 
Improvisation for problem solving can occur in two ways: using an improvised means as an alternative way to reach 
the current goal or using an improvised ends as an alternative goal that reaches the current goal through some side-
effects. In the first case we have improvisation at the level of means, and in the second case we have improvisation 
at the level of  ends. 
 
3.2 Problem-Solving Improvisation Module’s Architecture 
Figure 2 shows the architecture of the problem-solving improvisation module, with its inputs and output. The 
module receives as input the description of the object that provokes the fail, the objects that represent agent’s 
knowledge and the intention that must be reconsidered. The description of a problem object follows the same pattern 
of a means type of object, so it is composed by possible uses and particular characteristics. Based on these inputs, 
the module executes the intention reconsideration using a process of analogy by similarity. To do that, the module 
architecture is composed by three sub-modules: identification of improvisation kind, analogy building and 
transforming analogy into intention.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Problem-Solving Improvisation Module’s Architecture 
 
 

3.2.1 Identification of Improvisation Kind Sub-module 
 
This sub-module receives the object representing the problem description and sends to the analogy building sub-
module the type of improvisation to be executed, a list of possible analogous sources and the problem description 
object. In order to identify the kind of improvisation to be executed, the sub-module searches for ends objects (in the 
course of action objects databases) that have a goal compatible with one of the possible uses present in the problem 
description object. If one or more compatible objects are found, the kind of improvisation is of the means kind. In 
this moment, the sub-module searches for means objects (in the content objects database) that has possible uses and 
particular characteristics compatible with the problem description object. This process results in a list of possible 
analogous objects. 
If it is no ends object are found, the kind of improvisation is ends improvisation. In this case, the sub-module 
searches for ends objects (in the course of action objects database), that has effect compatible with possible uses of 
the problem description object, building a list of possible analogous objects. If the list is empty, that is, there isn’t 
any source object with effect compatible with possible use of problem description then we will have so-called 
improvisation without known effects. In this case, the sub-module searches for means objects (in the content objects 
database) that have particular characteristics similar to the problem object’s particular characteristics. This process 
builds a list of possible analogous object. 
In this way, the sub-module implements means improvisation and two kinds of ends improvisation: with known 
effect and without known effect. Both means and ends with known effect improvisations are due to a “strong 
analogy”, while ends without known effect improvisation is due to a “weak analogy”. Analogy is called strong when 
there is a relationship between possible uses of problem description objects and effects of source ends objects. 
Analogy is called weak when there is no such relationship, but there is some analogy between the particular 
characteristics. These two kinds of analogies always allow the agent to produce improvisations, even when the 
found analogy is not the most suitable one.  
 
3.2.2 Analogy Building Sub-module 
 
This sub-module uses the ideas presented by Russell [14][15] to select the most suitable analogous source object, 
given a target object description. So, we have to define the similarity s, the difference d, the relevant attributes r and 
the probability p(d,r) for each one of the possible analogous sources given by the identification of improvisation 
kind module. 
The similarity s, target attributes m and relevant attributes r, are calculated for both means and ends without known 
effect improvisation, considering the set of attributes for particular characteristics and possible uses. In the ends with 
known effect improvisation, only the set of attributes of the effect kind is considered. This happens because when the 
goal changes, the particular characteristics need not necessarily be compatible, but the possible uses are compatible. 
In means improvisation, the current goal doesn’t change, but the means can be different from the current one, so the 
sub-module takes the possible uses to search for similarities inside means objects. 
After calculating the similarity of the analogous source, it must be calculated the difference among the m attributes 
that describe the target and a similarity s, as  d = m – s. It is assumed r relevant attributes as an input argument and it 
is calculated p(d,r) as the probability of a source S, differing from its target in d attributes, matching with the r 
relevant attributes, using the formula presented in section 2. The supposition that there isn’t any relevant information 
means that all attributes are equally relevant. The probability will guarantee that the most similar analogous is the 
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most suitable analogy. Although Russell proposed a probability function considering that r follows a probability 
distribution, we consider here that there is a fixed number of relevant characteristics r. 
The sub-module applies the probability formula (p(d,r) = Nm / N) to each one of the possible analogous object 
contained in the set built by the identification of the improvisation kind sub-module. The chosen analogous object 
will be the one that has the highest probability of being similar to the target. At the end of its execution, the sub-
module sends to the sub-module that transforms analogy into intention the kind of improvisation to be realized and 
the analogous source selected as the object most similar to the problem object. 
 
3.3.3 Transforming Analogy into Intention Sub-module 
 
This sub-module receives the kind of improvisation and the source object that is the most appropriate analogy to the 
problem description object and transforms this analogy into an intention. If the kind of improvisation is means or 
ends without known effect, the intention to be developed is an update of the current intention. This update will 
contain the source object most similar to the object that caused the problem. This similarity is calculated through the 
probability formula presented in section 2.  
If the kind of improvisation is ends with known effect, the sub-module builds a new intention based on the ends 
object chosen. As mentioned before, an ends object has a relationship with means objects by its particular 
characteristics. The sub-module activates the intentions building module that starting from the ends object and its 
relations to means objects, builds the new intention and sends it back to the transforming analogy into intention sub-
module. 
 
 
4 Case Study: SAGRES Virtual Museum 
 
The SAGRES system is a virtual museum that aims to support learning processes through the interaction among 
visitors and also between a visitor and the museum resources [17]. SAGRES facilitates the organization of visits to 
museums, presenting museum’s information bases in a way adapted to the visitor’s characteristics. The 
improvisational multi-agent architecture is being used to create virtual guides and personal assistants to SAGRES. 
At this moment, we have already done a simulation of the problem-solving improvisation module for the 
presentation of three different contents that are related to means and ends (with and without know effect). The first 
simulation involves the presentation of the content named archeological sites. So the description of the problem 
object that arrives for problem-solving improvisation module has the structure presented in table 1. 
 

Object Description 
Particular Characteristics Possible Uses 

Kind Area Sub-area Location Floor 
Archeological Sites 

Dinosaurs 
Archeology 

not 
informed 

History In the 
Past 

Exposition not 
informed 

Table 1: Description of the problem object named archeological sites 
 
The improvisation for identification kind sub-module executes, as described in section 3.2.1, and looks, in the course 
of action database, for an object compatible with one of the possible uses described in the problem object. It finds a 
course of action, which objective is dinosaurs, that is compatible with the possible uses dinosaurs. In this way, the 
kind of improvisation that is going to be execute is means improvisation. The sub-module starts to build a list of 
possible analogous, searching in the content databases for objects that have particular characteristics and possible 
uses compatible with the problem object particular characteristics and possible uses. It finds the possible analogous 
objects described in table 2 to 5. The particular characteristics of a content represents information that the SAGRES 
system uses to present some content. 
 

Particular Characteristics Possible Uses 
Kind Area Sub-area Location Floor Contents 

Before the 
dinosaurs 

Pre-history 
Dinosaurs 

Earth evolution 

Specific History Million of 
years 

Exposition second Before... 
The dinosaurs... 

Lived... 

Table 2: Structure of the content named  before the dinosaurs 
 
 



 
Particular Characteristics Possible Uses 

Kind Area Sub-area Location Floor Contents 
In the past 
Dinosaurs 

Earth evolution 

Specific History Million of 
years 

Exposition second In the past... 
Million of years 

ago... 
Table 3: Structure of the content in the past 

Particular Characteristics Possible Uses 
Kind Area Sub-area Location Floor Contents 

In the present 
Dinosaurs 

Earth evolution 

Specific History Million of 
years 

Exposition second In the present... 
Nowadays... 

Table 4: Structure of the content in the present 

Particular Characteristics Possible Uses 
Kind Area Sub-area Location Floor Contents 

Archeological 
sites 

Specific History In the 
Past 

Exposition second The sites... 
Archeology... 
There are... 

Table 5: Structure of the content archeological sites 
 
The sub-module improvisation for identification kind sends the list of analogous objects (described in table 2 to 5) to 
the analogy building sub-module. This sub-module verifies the kind of improvisation and starts to calculate the 
similarity, difference and probability for each one of the possible analogous objects.  As the improvisation kind is of 
means, the analogy building sub-module starts to calculate the similarity based on possible uses and particular 
characteristics. The similarity for objects presented in table 2, 3 and 4 is 3 because only the area and location 
characteristics are similar to the description of the problem object and the dinosaur possible use is present in all 
analogous objects. The difference for these objects is 2 because there are 5 attributes to describe the problem object. 
Considering that the number of relevant attributes is 2 the probability calculated by the formula p(d,r) = Nm / N  is: 
 
 
=    =    =        = 0,3 
 
 
 
The similarity for the object described in table 5 is 4 and the difference is 1. Considering that the number of relevant 
attributes is 2 the probability calculated by the formula p(d,r) = Nm / N  is: 
 
 
=    =    =        = 0,6 
 
 
After examining all the object present in the list of possible analogous object, the sub-module analogy building 
chooses the object that has the greater similarity. In this case, the chosen object was the object described in table 5. 
The chosen object and the kind of improvisation are send to the next sub-module, transforming analogy into 
intention. As the kind of improvisation is of means the current intention has to be updated. Transforming analogy 
into intention activates the intentions building module to do the intention’s update. 
 
The second simulation involved the presentation of the content named meteors. So the description of the problem 
object that arrives for problem-solving improvisation module has the structure presented in table 6. 
 

Object Description 
Particular Characteristics Possible Uses 

Kind Area Sub-area Location Floor 
Meteors 
Planets 

not 
informed 

History Earth 
Planet 

Exposition Not 
informed 

Table 6: Description of the problem object named meteors 
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The improvisation for identification kind sub-module executes and find out that there isn’t any objective in the 
course of action database that is compatible with one of the possible uses in the description of the problem object. In 
this way, the sub-module searches for objects in the course of action database that have some effect compatible with 
one of the possible uses in the description of the problem object. As there isn’t any, the kind of improvisation is of 
ends without known effect. So the sub-module searches in the content database for some object that has possible uses 
and particular characteristics compatible with the particular characteristics of the problem object description. The 
resultant list is composed by objects described in table 2, 3, 4, 5 and 7. 
 

Particular Characteristics Possible Uses 
Kind Area Sub-area Location Floor Contents 

Minerals Specific History Earth 
Planet 

Exposition second The minerals... 
Many year ago... 
Many minerals... 

Table 7: Structure of the content minerals 
 
The sub-module improvisation for identification kind sends the list of analogous objects (described in table 2, 3, 4, 5 
and 7) to the analogy building sub-module. This sub-module verifies the kind of improvisation and starts to 
calculate the similarity, difference and probability for each one of the possible analogous objects.  As the 
improvisation kind is of ends without known effect, the analogy building sub-module starts to calculate the similarity 
based on possible uses and particular characteristics. The similarity for objects presented in table 2, 3, 4 and 5 is 3 
because only the area, location and floor characteristics are similar to the problem object description. The difference 
for these objects is 2 because there are 5 attributes to describe the problem object. Considering that the number of 
relevant attributes is 2 the probability calculated by the formula p(d,r) = Nm / N  is: 
 
 
=    =    =        = 0,3 
 
 
 
The similarity for the object described in table 7 is 4 and the difference is 1. Considering that the number of relevant 
attributes is 2 the probability calculated by the formula p(d,r) = Nm / N  is: 
 
 
=    =    =        = 0,6 
 
 
After examining all the object present in the list of possible analogous object, the sub-module analogy building 
chooses the object that has the greater similarity. In this case, the chosen object was the object described in table 7. 
The chosen object and the kind of improvisation are send to the next sub-module, transforming analogy into 
intention. As the kind of improvisation is of ends without known effect the current intention has to be updated. 
Transforming analogy into intention activates the intentions building module to do the intention’s update. 
 
The third simulation involved the presentation of the content named human and primate evolution. So the 
description of the problem object that arrives for problem-solving improvisation module has the structure presented 
in table 8. 

Object Description 
Particular Characteristics Possible Uses 

Kind Area Sub-area Location Floor 
Human and primate 

evolution 
Earth evolution 

Pre-history 

not 
informed 

History In the 
past 

Exposition Not 
informed 

Table 8: Structure of the content human and primate evolution 
 
The improvisation for identification kind sub-module executes and find out that there isn’t any objective in the 
course of action database that is compatible with one of the possible uses in the description of the problem object. In 
this way, the sub-module searches for objects in the course of action database that have some effect compatible with 
one of the possible uses in the description of the problem object. The sub-module finds two compatible objects, 
described in table 9 and 10. This kind of improvisation is ends with known effect. 
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Objective Effect Initial Activity 
Dinosaurs Pre-history Virtual guide presentation 
Table 9: Structure of the course of action earth stages of evolution 

 
Objective Effect Initial Activity 

Earth Stages of Evolution Earth evolution 
Human and primate 

evolution 

Archeological site 

Table 10: Structure of the course of action earth stages of evolution 
 

The sub-module improvisation for identification kind sends the list of analogous objects (described in table 9 and 
10) to the analogy building sub-module. This sub-module verifies the kind of improvisation and starts to calculate 
the similarity, difference and probability for each one of the possible analogous objects.  As the improvisation kind 
is of ends without effect knwon, the analogy building sub-module starts to calculate the similarity based on possible 
uses of the problem object description, comparing it with the effect of the possible analogous objects. The object 
presented in table 9 has similarity equal to 1, because only one of the possible uses of the problem object description 
is in the list of this object. As m is equal to 3, because there are three possible uses in the problem object description, 
the difference is 2. Considering that the number of relevant attributes is 1 the probability calculated by the formula 
p(d,r) = Nm / N  is: 
 
 
=    =    =        = 0,33 
 
 
The similarity for the object described in table 10 is 2 because two of the possible uses of the problem object 
description are in the list of this object. The difference is 1. Considering that the number of relevant attributes is 1 
the probability calculated by the formula p(d,r) = Nm / N  is: 
 
 
=    =    =        = 0,66 
 
 
After examining all the object present in the list of possible analogous object, the sub-module analogy building 
chooses the object that has the greater similarity. In this case, the chosen object was the object described in table 10. 
The chosen object and the kind of improvisation are send to the next sub-module, transforming analogy into 
intention. As the kind of improvisation is of ends with known effect the current intention has to be removed and a 
new one has to be created. Transforming analogy into intention activates the intentions building module to build the 
new intention. 
 
Analyzing  the means and ends (with and without known effect) kinds of improvisation implemented in the problem-
solving improvisation module we conclude that the problem-solving improvisation produces coherent answers for 
the tests applied, always choosing the source object that correspond to the most similar analogous.  
 
As previously considered in section 3.2.1, improvisation of ends without known effect can produce a “weak analogy” 
and it does happened in our simulation. Although the produced answer was not directly related to the asked subject, 
it did have some relationship between the particular characteristics of the subject, indicating that they are in the 
same super set of contents. This shows that even when agents doesn’t have complete knowledge of the subject, they 
can produce some plausible answer preventing their fail of execution. 
In the “weak analogy” case, agents can express their lack of specific knowledge explaining that they don’t know that 
subject but they do know another one that is similar to what was requested in certain characteristics. Doing that, 
agents can act like humans in the same situation, showing smart and believable behavior and consequently 
producing the so desired illusion of life. 
 
5 Final Considerations 
This paper presented one approach to include improvisation concept in problem-solving process for rational agents 
through the specification of an improvisational multi-agent architecture. Improvisation is treated like a process of 
analogy by similarity due to the strong relationship between these two concepts. We consider analogy and case-
based reasoning as synonymous and analogy by similarity was chosen because we believe that its the theory of 
determination, that provides a notion of relevance, is a suitable methodology for improvisation. 
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The proposed architecture is based on a traditional BDI architecture [18] and can be mapped into a BDI 
diagrammatic architecture as presented in Wooldridge [19] with one extension. The knowledge acquisition process 
represents the beliefs revision function. The intentions building contains both options and filter function. Perception 
represents input sensor and action represents action function.  The extension is present in problem-solving 
improvisation that contains the characteristics of both options and filter functions to build an alternative course of 
action through analogy by similarity when something unexpected happens by accident and the agent doesn’t know 
how to solve it.  
Showing the mapping between our proposed architecture and Wooldridge’s diagrammatic BDI architecture is 
important in order to insert improvisation as a fundamental characteristic of rational agents, improving their 
capabilities to handle problems that weren’t anticipated in the planning of its course of action. The choose of a BDI 
architecture to show the possibility of using improvisation in rational agent has made due to the significance and 
recognition of BDI to describe rational agents behaviors. This overcomes the existent gap between improvisation 
and artificial intelligence and shows that improvisation is a natural problem-solving technique. 
With the problem-solving improvisation module we extend the works previously done on improvisation, proposing 
an approach to treat unexpected know events through a director agent. Previous works only have concerned  actors 
agents that are able to handle expected know situations trough planning and implicit improvisation.  
The simulation performed in the SAGRES virtual museum shows that the problem solving improvisation module 
can produce relevant answers to unpredictable known events. However, that was only a simulation and it is not 
possible to do considerations about the efficiency of the problem-solving improvisation module. We intend to do 
other tests in order to compare the performances of the virtual guides’ architecture with and without the 
improvisation modules and observe more complete and reliable results, including observations on the agent’s ability 
to solve unexpected problems. 
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